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Abstract— Data center migration relies heavily upon the ability
to detect critical IT components in the original environment. Not
all components are easy to d etect using traditional discovery
tools. Fo r instance, load balancers are designed tob e
transparent to network traffic, making them invisible to nor mal
scans. Also, the discovery task must be minimally invasive, since
the IT e nvironment to be migrated is usually in a pr oduction
state until the relocation is complete. Studying the configuration
of discovered host machines can reveal the presence of the
network appliances they use, allowing a “short list” of pr obable
appliance locations to be made, even if such appliances do not
themselves respond to traditional network scans.

This paper describes a collection of he uristics for detecting the
presence of network devices in data centers, with a specific focus
on detecting load balancers. Our approach lies in exploiting (1)
host-based network data, which is ofte n collected during data
center migrations, and (2) knowledge of how load balanc er
appliances and managed servers are conventionally configured in
an enterprise network. The effectiveness of our techniques is
evaluated using data from an IBM data center migration project.
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1. INTRODUCTION

Some network appliances, such as firewalls and server load
balancers, are v ery difficult to discover automatically when
they are pro perly deployed. Such devices are designe d to
operate discretely, simply relaying or redirecting requests and
responses. However, scenarios such as data center migrations,
require these devices to be identified. Here, itis important to
first discover critical devices and associated configurations in
the source network so that the target (e.g., cloud) network can
be configured to reflect the original's functionality. Firewalls
and load balancers have become increasingly important to
enterprises due to their secu  rity- and performance-centric
operations; hence their detection is especially important.
Network discovery tools, some of which may detect firewalls
and load balancers, do exist. However, their usage in data
center migrations may be restricted for various reasons.

Data center migration supports many larger IT operations
(e.g., outsourcing, transformation) and comprises the
movement of an enterprise’ s selected IT assets toa new
environment [4][5][15]. Gen erally, data center migration is
disruptive and labor-intensive; hence, there isastr ong
motivation to complete the initial discovery phase quickly.
While deploying full-featured “probe-based” network
discovery tools (e.g., IBM® Tivoli® Network Manager and
OPNET® NetMapper®) in this phase woul d deliver
comprehensive results, their usage may be preve nted due to
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concerns such as network security, environmental stability, and
licensing cost.

This paper describes acol lection of heuristic-based
techniques for detecting the presence of net work devices,
namely server load balancers, in data centers, avoiding
traditional high-overhead probe-based approaches. The crux of
our approach lies in exploiting (1) host-based network data,
which comprises conventionally and m ore effortlessly
collected information indata center migrations, and (2)
knowledge of how load balancers and managed servers are
conventionally configured in an enterprise network. We also
present an analysis that shows the potential of our heuristics,
laying the g roundwork for further research in this area. The
remainder of the paper is arranged as follows: Section II
provides a det ailed background of our approach; Section III
describes our discovery heuristics; Section IV presents the
evaluation; and conclusions are drawn in Section V.

II. PROPOSED APPROACH

Existing work in data center network discovery falls mainly
into either of two categories: (1) being the firststep inthe
deployment of a co mprehensive monitoring system, or (2)
being part of a penetration test. In (1), the goal is to establish
broad coverage first, then develop complete coverage over
time. In (2), the goal is to gain specific knowledge of potential
vulnerabilities without calling attention to the network scan. In
our case, time restrictions and the fact that we do not need to
establish al asting infrastructure (duet o often requested
network redesigns) render the first group of tools inappropriate.
Also, penetration testing is most useful whent here is a
particular target in mind, rather then for scanning the whole
environment. Overall, as we demonstrate in this paper, having
permission to request SNMP [3] or even remote login access to
specific hardware in a data center migration engagement means
that we are not so limited in our options as a penet ration test
team would be. The chal lenge is reduced to one of knowing
the potential location of these devices, so we can ask for access
and collect further details directly.

Given the afore-mentioned limitations, we propose a load
balancer detection approach that exploits network data
obtained from hosts/servers in the data center, since one
typically knows of a nd has access to most (or all) of s uch
devices in migration engagements. We look for patterns that
are indicative of well-known load balancer-oriented network
configurations, such asm ay be obser ved in local network
interface card configurations and ARP caches. W e also look
for host data that exhibits generally unusual device
configurations, such as similarities between hosts’ file systems
and naming properties that might suggest cluster membership.
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The environment in which we have developed our solution
is based on the IBM Migration Factory service to facilitate IT
infrastructure discovery for data center migrations [5]. The
initial discovery task uses a com bination of remotely managed
scripts from IBM TADDM (Tivoli Application Depende ncy
Discovery Manager) and local scripts that are executed directly
by the enterprise’s server ad ministrators. The information is
filtered and placed into a database, from which various reports
(e.g., server dependency information, utilization, andth e
results of our heuristics) are generat ed. Our heuristics are
implemented either directly by the IBM Tivoli Common
Reporting engine or in Java programs. Theres ults of the
heuristics are sent to at least one human operator who can
confirm the existence and location of devices as suggested by
the heuristics and then enter more detailed device information
in the database for use by subsequent migrations phases.

Most ofthe data that weusei s obtained via local and
remote scripts or SNMP. The local and re mote scripts are
primarily used to gather configuration information from
servers. For instance, Galapagos [11] is a suite of local scripts
we employ that runs utilities like Unix i fconfig and 1sof,
then archives the results along with copies of pa rticular
configuration files. TADDM uses access credentials (login or
SNMP) for some set of servers, so it can connect from  the
network and do much the same thing as Galapagos.

In more interactive scenarios, direct connections to the
network APIs ofi nstalled middleware and “fi ngerprinting”
systems (e.g., NMAP [9]) can improve load balancer detection
and include other devices such as firewalls. The 1 ong delay
between running scansan d the lack of consistent live
connections to the subject  environment from the analysis
environment are among the reasons for studying alternatives to
the direct scanning techniques such as those using NMAP.

[II. NETWORK DISCOVERY HEURISTICS

Load balancers frequently require distinctive environmental
configurations. We exploit the knowledge of some of these
configurations in analyzing network data collected from host
machines to detect patterns that could indicate the existence of
load balancers and m anaged clusters. Th e nature of these
patterns ranges from the configuration of single devices
(including server loopback interface configurations) to the
distribution of p roperties across multiple devices (such as
multiple hosts onasi ngle subnet having different default
gateways).

A. Single-device heuristics

1) Analyzing server loopback network interfaces

One conventional load balancer deployment configuration
is direct routing, asillu strated in Figure 1. Herea load
balancer accepts requests from c lients on a virtual IP address
(“VIP” in Figure 1) and forwards them to servers on the s ame
subnet by changing the destination MAC address. The servers
adopt the IP address o f the service so that when they send
responses directly to the ¢ lient, the client assu mes that the
response came from the originally requested service (due to the
source [P of the packet being the service’s IP). Here, in order
to enforce correct network be havior, the loopback interfaces of

the clients (“Ib IP” in Figure 1) must be configured as the VIP
of the load balancer device. Hence, detecting loopback
interfaces that are not “127. 0.0.1” may reveal load balancer
activity. There could be other reasons why such a1 oopback
configuration is used,s o this technique may give false
positives. To further improve confidence, we need to add other
patterns, possibly looking forsi milar host/DNS names,
comparing the list of running services/open ports, or verifying
that the servers reside on the same subnet.
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Router

Server Load
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VIP:192.168.1.50
RIP:192.168.1.40

Server2
ethIP:192.168.1.10
Ib1P:192.168.1.50

Server1
ethIP:192.168.1.11
Ib1P: 192.168.1.50

Figure 1. Load balanced servers configured in a direct routing design.

2) Analyzing gateway MAC addresses

Load balancers are traditionally assigned virtual IP and in
some cases, self-generated MAC addresses to support, a mong
other functions, redundancy for failover configurations [8].
Hence, using such information can be helpful in identifying
actual load balancer machines, as opposed to the previous
heuristic which mainly aims to identify servers connected to
load balancers. Sincethe re areno (reliable) means of
identifying virtual IP ad dresses, we focus on identifying self-
generated MAC addresses as a way of i dentifying potential
load balancers.

Self-generated MAC addresse s differ from universally
administered addresses, i.e., those containing organizationally
unique identifiers, mainly by the pattern of the first two
significant bytes of the MAC. Fo r some load balancers, this
pattern will be “02-bf” (or “01-bf” or “03-bf”). Here, the first
byte indicates the type of load balancer configuration (IGMP,
unicast, or multicast) and the second is a placeholder for the
priority of the load balanced server handling a client request’.
While this MAC pattern should identify a device as being a
load balancer, it is not guaranteed that the pattern will always
be used. However, as will b e understood by reading the next
subsection, using this heuristic in combination with some
multi-device heuristics could help increase the confidence level
of load balancer detection.

B. Multi-device heuristics

While analyzing data about single hosts can be helpful,
analyzing data across several machines may yie 1d a higher

1
A priority value replaces “bf” in certain packet responses so as to enforce
uniqueness in routers' tables when redundant load balancers are present.
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probability of detection simply because load balancing usually
involves multiple servers. We describe our multi-device
heuristics below.

Router

Client
\ External IP: 10.0.1.50

Switch 4

Server Load
Balancer

Internal IP: 192.168.1.50

- =
Server1
eth|P:192.168.1.11
GWIP:192.168.1.50

Server2
ethIP:192.168.1.10
GW IP:192.168.1.50

Figure 2. Load balanced servers connected through a NAT design.

1) Analyzing subnet gateway assignments
Analyzing the gateway assignments of a group of hosts in
the same subnet can be hel pful for predicting the presence of
load balancers. Before describing the details of this heuristic,
we first describe the premise on which it is supported.

Figure 2 illustrates an etwork configuration in which a
server farm is connected to th e load balancer viaa layer 2
switch. The a ddress of the service is an external virtual IP
address of the load balancer. When the load balancer receives
a request from a client, it uses  network address translation
(NAT) to translate the destination address to that of one of the
servers (“eth IP” in Figure 2).

When the request reaches the servers, it will have the IP
address of the server as its destination and the client IP address
as its source address. Because of this address translation the
server can not directly send the response packet back the client,
since the client will expect areply to come from the original
VIP. Therefore, the server needs to send t he response packet
back toth e load balancer, which willth en reverse the
translation and for ward the response on to the client. To
achieve this routing pattern, the load balancer needs tob e
configured as the default gateway forits managed servers.
Other servers on the same subnet that are not load balanced
would directly uset he subnet router as default gateway.
Hence, identifying subnets with more than one default gateway
may indicate the use of load balancers.

2) Distance-based server clustering

In addition to analyzing hosts’ connectivity features for
hints of load balancer associations, we also take a more general
approach of identifying servers that are likely to be in a cluster.
In the implementation of this technique, we have defined
metrics that indicate configuration similarities such as may be
found between servers that provide the same service (via a load
balancer). Inthe extre me case, server c lusters consist of
identical servers. In instances in which load balancing is used
to increase the security and resi liency of services, the cluster
might consist of different hardware and/or software products
that provide the same service; but in most cases clusters will

exhibit identical (or very similar) hardware and software to
among other things keep administration as simple as possible.
The distance metrics that we have used are based on the serve r
name, and the open port list.

Using a weighted Levenshtein distance [10] between server
names measures the number of editing operations required to
change one name to another. Because we are looking for name
groupings, not typing errors, inversions are counted astwo
operations (rather than one), and substitutions of a d igit for
another digit are counted only half as significant as insertions,
deletions, or other substitutions. An efficient algorithm for this
calculation was published by Wagner and Fischer [14].

The distance between open port lists is calcula ted
separately for the well-known ports (0-1023) and for the rest of
the port numbers. The ratio of ports in common to total ports
open on either machine in the test was weighted for each group
(80/20 in favor of the general-purpose ports, since well-known
ports are m ore likely to be shared between un-connected
machines) to produce a value between zero and one hundred.

While the name and port list offer a good fi rst pass in
detecting load balanced server clusters, other properties that
may better describe machine functions canal so beusedi f
needed. Other distance metrics that we have considered for
future study include the following:

e Directory structure distan ce, or alternately, the
distance between installed software;

e Database table (and cardinality) distance, especially if
table sizes are large and few other (memory
consuming) applications are installed.

IV. EVALUATION

We evaluated the proposed heuristics using data collected
during areal data center migration engagement fora large
hospitality ~corporation. The data contained network
configuration and other host properties (e.g., that describing
software stack and file syste ms) collected from approximately
2200 servers. Fort his engagement, thel ocation and
configuration of load balancers in the network were all known.
These configurations were used to produce a definitive answer
regarding which servers inth e environment were ac tually
receiving traffic fro m a load balancer. This includes all
possible configurations, including simple redirections (i.e.,
single-server clusters receiving traffic). Hence,weha d a
comprehensive data set by which to evaluate our heuristics.

A. Loopback Network Interfaces

Our data collection tools did obtain descriptions of't he
loopback interfaces of the hosts in the network sufficient to
identify occurrences of load balanced machines configured in a
direct routing configuration as described in Section IV.A.1.
Because no production data to which we had access contained
examples of load balancing within the same subnet (i.e., MAC-
layer load balancing), no full end-to-end tests were possible
for this he uristic. Howev er, references suchas [13] do
recommend MAC-layer load balancing asani ndustry best
practice. Exa mples of its use include IBM WebSphere
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Application Server load balancing [6][7], and Cisco IOS server
load balancing (dispatched mode) [1][2], so this configuration
is still worth discovering in practice.

A positive result of the evaluation was tha t although data
was collected that would have  detected MAC-layer load
balancing, no false-positives were detected. This suggests that
the heuristic should be reasonably reliable when it does detect a
potential load-balanced machine.

B. Gateway MAC Addresses

In scanning available properties of the network interfaces in
the testd ata for this paper, we did not find any self-
administered MAC address patterns that were indicative of
load balancer functionality. Ho wever, in preliminary
evaluations using data collected from another data center
migration engagement, we did confirm the effectiveness of this
heuristic. S pecifically, using the MAC address pattern
heuristic, we found several virtual servers identified as network
load balancing filter d evices, as co nfirmed by an engineer
working on the engagement.

C. Analyzing Subnet Gateway Assignments

Our test data identified subnet and gateway assignments for
most of the hosts in the network; some data was missing due to
gaps in the ongoing collection effort. For those hosts for which
we had this information, we evaluated the subnet gateway
assignment heuristic described in Section IV.A.2. Out of the
162 servers known to be receiving traffic from a load balancer,
we identified 24 (or 15%) of them using this particular
heuristic.
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Figure 3. Evaluated Metric Values by Cluster Size.

D. Distance-Based Server Clustering

For the distance-based server clustering heuristic, we
compared the average value for the machine names metric and
for the open ports metric between any pair of randomly chosen
servers to the average value between servers that we knew to
reside in a loa d-balanced cluster. Recall from Section IV.B.2
that the name distance metric ranges from 1 (a single digit-for-
digit substitution) with no hard upper limit for very different
names, and the port similarity metric varies from 0 (i.e., no
overlap inports) to 100 (i.e., all p orts are id entical). The
results, showed a significant corre lation. The mean value for

name metric distance between clustered pairs was 1.7,
compared with a global average of 14.9, and t he similarity
metric for the open port list was 37.6 for clustered pairs, with a
global average of only 5.8.

In general, these results indicate that the metrics do make a
useful contribution to determining whether two machines may
be members of a single cluster. To further understand how this
applies, consider the chart in Figure 3. This chart shows the
average values for each of the two metrics for the 70 known
clusters in the data set, sorted by cluster size (2, 3, 4, 5, 6, 7, 8,
and 12 from Ileft-to-right asi ndicated by alternating
background shades; the data contained no clusters of size 9
through 11). For name distance metric, only the average value
is shown (on the scale shown on the right), while the port
distance metric includes a bar to s how therange from
minimum to maxim um values in each c luster. The name
similarity metric for small clusters (in this data set) is alm ost
always 1, indicating only a digit change in the names. For
larger clusters, it is more common to have one or more outlier
machines with very different names. Sim ilarly, fors mall
clusters the port metric is usually very high, while larger
clusters have more exceptions. This is strong evidence for the
usefulness of these metrics as indicators that systems are
members of a load balanced cluster.

V. CLOSING REMARKS

In this paper, we presented several load balancer detection
heuristics forusei n data center migration engagements in
which the use of traditional invasive network detection tools is
not preferred. By using production data from a migration
engagement, we have shown that the heuristics presented here
are effective in detecting several load balancer configurations,
and that thes e configurations are relevant. Overall, our
experience provides a unique contribution to the research and
practitioner communities, and laysth e groundwork for
lightweight detection of other devices.

As aresu It of this study, weh ave identified several
directions for continuing work. One is investigation of how
these heuristics can be combined to potentially increase
confidence and aut omation of detection. W e are currently
investigating algorithms for best managing the workflow of
heuristics execution, and w eighting the results of multiple
heuristics in order to calculate a more comprehensive detection
score. Another pursuit involves the development of heuristics
for other types ofl oad balancer network configurations,
including redundancy setups and m ore sophisticated uses of
network/port address translation. Such sol utions may involve
collecting additional information from host machines. Further
field testing will also be required for the refinement of existing
heuristics, and we will b roaden the scope of our heuristics to
cover devices such as firewalls, which share similar challenges
regarding discovery in the context of data center migrations.
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