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Abstract— Among the innovative approaches to reduce the 

greenhouse gas (GHG) emissions of data centres during their use 

phase, electrical power from renewable sources appears promising. 

However, renewable electricity is often intermittent due to 

meteorological conditions. Consequently, the regional availability 

of renewable power varies constantly over time. This created the 

opportunity to deploy cloud computing systems relying on data 

centres located in different regions. Cloud computing technology 

enables real-time load migration to a data centre in the region 

where the GHG emissions per kWh are the lowest. While this 

approach is becoming popular to manage distributed data centres, 

there is still room for improvement in its implementation. Indeed, 

the consequences of data centre power demand migrations across 

electric networks and the resulting GHG emissions are usually 

neglected. In this project, we developed a novel GHG emission 

factor based on the sources of electricity affected by the server load 

migrations. Then, we used this emission factor in a simulation of 

distributed data centres to minimize their GHG emissions. Results 

show, the use of the novel emission factor enables an extra 

reduction of 23% of GHG emissions as compared to the usual 

approach. 
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I. INTRODUCTION 

Information and communication technologies (ICTs) have 
grown exponentially in the last decades and this rapid growth 
is expected to continue [1]. However, ICT solutions are 
associated with the consumption of large amounts of electricity 
during the use phase [2]. In 2006, ICTs were found to 
contribute to 2% of global anthropogenic greenhouse gas 
(GHG) emissions, which was equivalent to the emissions of the 
aviation industry [3]. Because data centres are one of the three 
major sinks of electricity among ICT infrastructures, they also 
significantly contribute to ICT GHG emissions [2]. Therefore, 
significant effort has been invested to curb data centre 
electricity demand, improve data centre efficiency and reduce 
the data centres’ environmental footprint [4-15]. 

Among the innovative approaches to reduce the GHG 
emissions of data centres in their use phase is overall load 

management across distributed data centres [4, 6-8, 10, 11, 13-
20]. In this approach, data centres are located in several regions 
and connected to the regional electrical grid. Load management 
is used to vary the power demand of the data centres in real 
time in order to maximize power consumption in regions 
where the GHG emissions per kWh are the lowest at any given 
time. Indeed, electricity is generated to instantly meet the 
regional power demand, which changes continuously during 
the day depending on consumer needs. Therefore, the regional 
mix of power plants changes constantly and so does the related 
GHG emissions factor per kWh. 

Based on our knowledge, in the conventional approach, the 
choice of region to which the load is migrated has always been 
in relation to real-time electricity generation data (in the best 
cases). Concretely, the electrical grid mixes of each region are 
checked regularly and then the load is balanced between 
regions where the GHG emissions are lower at a given time. 
An issue is that the changes in regional power demand caused 
by the load balancing are not taken into account in the 
conventional approach since the migrations are made after the 
grid mix check. Consequently, the change in each regional 
GHG emission factor directly caused by load management is 
also ignored. In other words, the conventional approach would 
not capture an increase in regional coal power generation (and 
related emissions) caused by a rise in the load processed by a 
data centre connected to the electrical grid. Thus, there is 
uncertainty regarding the real GHG emissions reductions 
achieved (if any) with the optimization of data centre networks 
when using the conventional load balancing approach. 
Therefore, a method adapted to the dynamic electricity context 
is needed to instantly minimize the GHG emissions of server 
load migrations within a data centre network connected to the 
electrical grid.  

Thus, the main objective of this study is to develop a new 
emission factor taking into account the power generation 
technologies affected by load migrations between data centres 
of different regions in order to contribute to minimize 
distributed data centres GHG emissions. The second objective 
is to evaluate the GHG emissions that can be reduced by server 
load migrations when compared to a non-cloud situation or to a 
conventional management of server load migrations. For the 
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purpose of illustration, this research refers to a case study in 
which the GHG emissions of a cloud computing service are 
minimized using load balancing between several data centres 
located in different Canadian provinces.  

II. METHOD 

A. The Green Sustainable Telco Cloud 

The Green Sustainable Telco Cloud (GSTC) aims to be a 
cloud computing service based on an efficient, optimized and 
environmentally-friendly data centre network. Several 
optimization criteria such as service quality and operating costs 
are considered but this paper focuses only on the 
environmental criteria in order to fully illustrate the use of an 
emission factor involving the power generation technologies 
affected by the load migrations to mitigate the GSTC GHG 
emissions. 

B. Description of the case study 

The purpose of the case study is to illustrate the use of an 
emission factor capturing the power generation technologies 
affected by the load migrations when computing the carbon 
footprint of a service provided by distributed data centres. 
Thus, it is not presenting accurate and complete carbon 
footprint results. For this reason, the case study was 
deliberately simplified and is more conceptual than practical. 
In this case study, two virtualized data centres are located in 
the Canadian provinces of Ontario and Alberta and form a 
cloud computing system that provides online service to 
populations of these provinces. Ontario and Alberta were 
chosen because detailed, historic and real-time electricity 
generation data are available from public utility websites [21, 
22].  

To simplify the calculations, it is assumed that the two data 
centres are similar and connected to the regional grid and that 
only one handles the cloud computing service at a time. In 
addition, the power demand related to the cloud varies over 
time on a daily basis depending on user requests, as presented 
in Figure 1 Since the two data centres are similar, their 
electricity consumption to process the cloud computing service 
is the same and the sum of the power demand required by the 
two data centres is always equal to the cloud power demand in 
Figure 1. It was also assumed that there are two million users 
located in Ontario and Alberta and that data transmission by all 
users towards the data centre in the cloud requires the same 
electricity consumption, regardless of the location of the users. 

 

Fig. 1. Hourly cloud power requirement 

It was considered that one load migration between the two 
data centres could be made every hour. Assuming that the 

GSTC provides an online service that host a negligible amount 
of user data, the load migrations should not cause significant 
additional data traffic, and the electricity consumption due to 
such data traffic can be neglected. Concretely, the GSTC 
service could consist of online file processing such as picture 
or video editing or mathematical computing. 

C. Identification of affected sources of electricity 

The data collected from the Canadian utilities quantify the 
amount of electricity generated per power plant and per hour in 
Alberta and Ontario in 2012. Since the emission profile of each 
power plant is not available, all the data corresponding to the 
same electricity generation technology were aggregated. Then, 
the variation in generation capacity of each technology was 
monitored for each hour in Alberta and Ontario in 2012. The 
result is an increase or a decrease in power generation per 
technology, per hour and per Canadian province in response to 
local power demand change. It constitutes the hourly power 
generation technologies affected by power demand changes. 

One simplification in the identification of the affected 
technologies is that electricity imports were not considered. 
Thus, in these simulations, a local change in the power demand 
can only affect local power plants. However, it is not always 
true in reality since it may be cheaper to import electricity than 
to operate locally an expensive power plant to supply an extra 
local power demand. Alberta and Ontario electricity imports 
being small compared to their domestic power generation, this 
assumption is pretty realistic.  

D. Calculating the GHG emissions factor 

Once the affected power generation technologies are 
identified for every hour of 2012, the GHG emissions are 
computed for this granularity based on the amount of 
electricity provided at each hour by each type of affected 
power generation technology and on the life cycle GHG 
emission factor related to each technology. The life cycle 
emissions factors were taken from the ecoinvent database 
(version 3.1) using Simapro software (version 8.1) for 1 kWh 
of electricity for each power generation technology based on 
the IMPACT2002+ (2.20) impact assessment method. Life 
cycle emissions factors account for power plant construction as 
well as other life cycle steps in electricity generation and are 
not restricted to energy extraction from fossil/fissile fuels or 
the transformation of renewable energy into electricity. Hourly 
GHG emissions attributed to affected power generation 
technologies were then divided by the amount of electricity 
generated the affected technologies during the hour to obtain 
the hourly GHG emissions factor per kWh. 

E. Real-time GHG emissions of server load migrations 

In the context of the case study, the GHG emissions of the 
server load are computed for every hour of 2012. The total 
GHG emissions (E) are obtained with equation 1: 
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Fh is the emission factor of the region where the server load 
is processed at hour h; 

Ch is the electricity consumed by the cloud at hour h. 

The region where the load is processed at a given time is 
the region where affected power generation technologies emit 
the least amount of GHGs per kWh at this time (i.e. the region 
with the lowest GHG emission factor). It should be noted that 
the choice of the region where the server load is migrated is 
made with a perfect knowledge of the emission factors. Indeed, 
the emission factors are computed for a past year. Thus this 
approach makes it possible to evaluate the potential of GHG 
emissions that can be minimized by managing server load 
migrations and to compare it with alternative situations. 

F. Comparison with a no-cloud computing scenario 

To assess the benefits of the load migrations between the 
two Canadian data centres, two scenarios without cloud 
computing systems were modelled. In these scenarios, it is 
presumed that the online service is hosted by only one data 
centre. The data centre is located in Ontario in one scenario and 
in Alberta in the other. Data centre GHG emissions in 2012 
were calculated for each scenario based on the emission factors 
attributed to affected power generation technologies computed 
previously. Then, the GHG emissions of the three scenarios 
(Ontario and Alberta, only Ontario and only Alberta) were 
compared. 

G. Comparison with the conventional approach 

A comparison with the conventional approach highlights 
the differences in GHG emissions accounting when 
considering (or not) the power generation technologies affected 
by load migration. To this end, the GHG emissions are 
calculated using average GHG emission factors in equation 1. 
These average GHG emission factors were computed for 
Ontario and Alberta for every hour of 2012 based on the global 
hourly electricity mix (instead of the hourly mix of affected 
power generation technologies). Then, these regional average 
GHG emission factors were compared for every hour of 2012 
in Ontario and Alberta. Following the principle of the 
conventional approach, the server load is always processed in 
the region where the average GHG factor is the lowest. It was 
also considered that one load migration between the two data 
centres could be made every hour . Finally, the GHG emissions 
of the data centre in the two scenarios without cloud computing 
systems were computed using the hourly regional average 
GHG emissions factors to have a common basis for discussion 
with the proposed approach. 

III. RESULTS 

A. Real-time GHG emissions of server load migrations 

GHG emissions per kWh and per context (cloud computing 
and non-cloud computing scenarios) are presented in Table I. 
As illustrated, cloud computing helps minimize the online 
service GHG emissions. This reduction in GHG emissions is 
possible because GHG emissions maximums do not occur at 
the same time in Alberta and Ontario (especially since the 
provinces are in different time zones). By avoiding the 
emission maximums of both regions, the mean of GHG 
emissions per kWh decreases in the cloud computing scenario 

as compared to no cloud computing. Concretely, the 
consideration of power generation technologies affected by 
server load migrations makes it possible to reduce GHG 
emissions by 23% as compared to the scenario in which a 
single data centre is located in Ontario and by 44% when a 
single data centre is located in Alberta. These results 
corroborate that there is a high potential of GHG emissions to 
be avoided when load migrations are managed properly, even 
when power generation technologies affected by load 
migrations are considered. 

The difference in GHG emissions reduction between 
Ontario and Alberta is explained by the difference in 
technologies affected by power demand changes in these 
regions. While affected power generation technologies rely 
usually on natural gas and hydro (low GHG emissions per 
kWh) in Ontario, affected technologies in Alberta generally 
relies on natural gas and coal (high GHG emissions per kWh). 
Therefore, the mean GHG emissions per kWh in Alberta are 
higher than in Ontario. The GSTC is hosted more often in 
Ontario (71% of the time) than in Alberta. These results 
highlight the need to check the regional power generation 
technologies affected by power demand changes before 
deploying a cloud computing system to minimize GHG 
emissions (when the cloud is supported by data centres located 
in different regions). 

TABLE I.  GHG EMISSIONS PER KWH AND PER SCENARIO 

GHG 

emissions (kg CO2 eq.) 

Server load 

migrations 
Ontario Alberta 

(cloud computing) (no cloud computing) 

per kWh: 

Mean 0.277 0.343 0.543 

Standard deviation 0.195 0.218 0.289 

per scenario: 

Total 676,696 875,581 1,206,783 

B. Comparison with the conventional approach 

In the conventional approach, the regional average 
electricity grid mixes were compared in real time to migrate 
the load to a data centre in the region that has the lowest GHG 
emissions per average kWh (as opposed to kWh generated by 
effected power generation technologies). GHG emissions per 
average kWh and per situation (cloud computing and non-
cloud computing scenarios) are presented in Table II. 
According to the conventional approach, the minimization of 
the GHG emissions of the cloud computing service involves 
processing the load in the data centre located in Ontario at all 
times (Optimization and Ontario columns are identical in Table 
II). This result was expected since nuclear power (low GHG 
emissions per kWh) is the main source of electricity in Ontario 
versus coal power in Alberta (high GHG emissions per kWh). 
The maximum GHG emissions per average kWh in Ontario are 
therefore lower than the minimum GHG emissions per average 
kWh in Alberta and the data centre in Alberta is never chosen 
to process the load. As a result, according to the conventional 
approach, the data centre located in Alberta is irrelevant. This 
leads to an important finding: the conventional approach does 
not always yield a fully optimized solution (regardless of the 
fact that the conventional approach may not accurately model 
the GHG emissions). 



TABLE II.  GHG EMISSIONS PER AVERAGE KWH AND PER SCENARIO 

Average GHG emissions 

(kg CO2 eq.) 

Optimization Ontario Alberta 

(cloud computing) (no cloud computing) 

per average kWh: 

Minimum 0.044 0.044 0.790 

Mean 0.150 0.150 0.947 

Maximum 0.329 0.329 1.049 

Standard deviation 0.058 0.058 0.035 

per scenario: 

Total 419,222 419,222 2,303,829 

Regarding the emissions presented in Table I and II, GHG 
emissions per kWh generated by affected power generation 
technologies in Ontario are higher as compared to GHG 
emissions per average kWh in Ontario. The main reason is that 
nuclear power contributes very little to the affected power 
generation technology mix but represents about half of the 
power generation of the average power mix. Since nuclear 
power emits very few GHG emissions per kWh, the small 
contribution of nuclear power to the affected power generation 
technology mix makes the GHG emissions per kWh generated 
by affected power generation technologies greater than the 
GHG emissions per average kWh. In Alberta, the GHG 
emissions per kWh generated by affected power generation 
technologies are lower than the GHG emissions per average 
kWh because many Alberta power plants burn coal 
continuously without considering the province’s power 
demand. These power plants are therefore excluded from 
Alberta’s affected power generation technology mix. Since 
coal power plants release significant amounts of GHG per 
kWh, the affected power generation technology mix in Alberta 
emits fewer GHG emissions per kWh than the average power 
mix. 

IV. DISCUSSION 

The consideration of the power generation technologies 
affected by load migrations in the computing GHG emissions 
in real-time is expected to better represent reality and thus to 
improve the minimization of distributed data centres GHG 
emissions. However, the implementation of an emission factor 
considering load migration externalities is not obvious in the 
context of the current GHG emissions accounting framework. 
Indeed, currents standards and guidelines issued by the GHG 
Protocol, ETSI or ITU for ICT assessment are based on 
average electricity generation emission factors and do not 
consider power generation technologies affected by data centre 
power demand migrations. In certain cases, as the distributed 
data centres in Ontario and Alberta, application of the current 
standards and guidelines results in an under optimized situation 
and prevents the consideration of the affected power generation 
technologies. Indeed, if the data centre located in Alberta is 
chosen to reduce GHG emissions from affected technologies, 
the standards and guidelines would claim high GHG emissions 
because of the average power mix of Alberta (which includes 
mostly technologies not affected by the load migration). 
Therefore, there is a need to adapt the standards and guidelines 
in order to confer an official recognition to those who manage 
affected power generation technologies to minimize their GHG 
emissions. 

In this study, the simulation was made on a past period. 
Thus, it was easy to retrospectively identify the affected power 

generation technologies. However, to implement the proposed 
approach in reality, it is needed to predict the affected power 
generation technologies in real-time. Such predictions may be 
pretty uncertain due to the high complexity of electric 
networks. Indeed, it is observed that the affected power 
generation technology mix varies greatly over time. To 
effectively reduce GHG emissions of distributed data centres 
by managing affected power generation technologies, it is 
needed to reach a certain level of validity in their prediction. 

V. CONCLUSION 

This paper highlights the role of power generation 
technologies affected by server load in the real-time 
optimization of multiregional data centre networks. It identifies 
an important issue regarding the conventional approach based 
on load balancing to minimize GHG emissions: the 
technologies used to generate electricity supplying the data 
centres that process the load after load migration are ignored. 
Therefore, the GHG emissions reductions claimed by the 
conventional approach (if any) are uncertain. This study shows 
that the real-time management of affected power generation 
technologies that power two data centres located in two 
different regions can lead to significant reductions in GHG 
emissions as compared to a single data centre solution. 
Interestingly, the identification of the affected power 
generation technologies leads to GHG emissions reductions 
that would not have been possible using the conventional 
approach. Indeed, regional GHG emissions per kWh are quite 
different when considering affected or average technology mix. 

However, considering technologies affected by server load 
migrations requires predictions of electric grid behaviour, 
which are uncertain if the electric utilities do not make the 
information public in real time. More work in needed to 
improve prediction models based on historical data when 
planned power generation data are not available. Moreover, the 
introduction of affected power generation technologies in the 
optimization of distributed data centres conflicts with the 
current GHG emission accounting standards and guidelines. 
Indeed, depending on the emission assessment approach, the 
GHG emissions per kWh generated by power generation 
technologies not affected by load migration in a region may be 
so great that they would prevent a cloud computing service to 
rely on a regional data centre (even on a temporary basis) even 
though electricity generated by affected power generation 
technologies in the region would emit fewer GHG emissions 
than other considered regions. The solution of this conflict 
probably lies in the adaptation of the GHG emission 
accounting standards and guidelines so they can confer an 
official recognition when affected power generation 
technologies are managed to minimize distributed data centres 
emissions. 

Finally, while the cloud computing technology enables load 
migrations leading to potential reductions in GHG emissions, 
significant efforts should also be invested to make electricity 
generation less harmful to the environment. 
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