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Abstract—Cloud computing offers provision for elastic and
scalable infrastructure resource allocation across the network
that allows deployment of services for controlling home devices
and appliances. Data generated from heterogeneous smart home
devices are processed in different application services deployed
in the cloud data center. The primary challenge of smart home
service provider’s is to optimize the cloud resource allocation
while satisfying the Quality of Service(QoS) constraints of the
application services. Service execution time is one of the most
vital QoS parameters. In this paper, a queuing theoretic approach
is proposed to model the smart home workload. First, M/M/c
queue model is applied to find the response time of smart home
tasks with light variation over the arrival rate. Then, Markovian
Modulated Poisson Process (MMPP) is used to extend the model
to a more advanced type of smart home processing workloads.
Next, the optimal number of Virtual Machines(VMs) required
deploying the application servers that can satisfy the execution
time constraint of incoming workloads is calculated. Finally, total
service time of a smart home application is calculated considering
into account the possible level of concurrency and dependency
among tasks of an application service. In the end, some numerical
and simulation examples are provided to validate our findings.

I. INTRODUCTION

The utilization of cloud computing technologies in the smart
home system provides an opportunity for scalable and dy-
namic resource allocation in controlling the home devices and
appliances without upfront capital investment. Technological
advancement had pushed forward to migrate most of the
application to the cloud including smart home application
servers to facilitate the benefits of the infrastructure resource
management. Moreover, home users can access the cloud
services through Internet for controlling and monitoring the
connected home devices using smart-phone or display panel.
Fig. 1. shows the cloud-based smart home architecture. As
depicted, data generated from heterogeneous home devices are
sent to the cloud and are handled in various application servers
in the form of Virtual Machines (VMs). Service applications
run on the cloud which takes the results of the processed data
of devices over multiple VMs and provide a service for smart
home scenarios. This paper mainly focuses on tackling how
dynamically allocate the minimum number of VM resources
for controlling home devices satisfying QoS constraints of the
application services.The execution time delay is considered as
the main QoS factor. Thus, the main problem addressed here
is to find the optimal number of VMs to satisfy the execution

Fig. 1. Cloud Based Smart Home Architecture for controlling Smart Devices

time constraints of applications running on the cloud. Due
to the dynamicity, heterogeneity and rapid variation of the
smart home workload in the scale of the smart city, stochastic
process analysis should be taken into the account, and the
main methodology of this paper goes through the analysis
of the randomness in some generated tasks and processing
time. In this paper, processing workload of the Smart home
scenarios is initially modeled at the cloud computing data
center by a Poisson process. Then, using M/M/C queues
the response time of the task execution time is calculated
which used in determining the minimum number of application
servers in the form of VMs. Next to address time variation
and heterogeneity of the smart residence workload, Markovian
Modulated Poisson Process (MMPP) is applied and the same
analysis for the response time is applied to find the minimum
number of the VMs required to serve the tasks while satisfying
the execution constraint. After finding the execution delay of
each task of the smart home device, the final contribution of
this paper is to estimate the execution time of an application
service as a collection of sequential and parallel tasks. Hence,
according to the dependency factor among the tasks of an
application service, the service time of application service is
approximated.
The remainder of this paper is organized as follows. The
related work is discussed in Sect.II. In Sect. III, the queuing
models, and associated analysis to find the number of VMs
in the cloud are described. Next, Sect. IV investigate the
analytical model for the application service time. Finally, in
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Section V, we conclude the paper.

II. RELATED WORK

The vast study has been done on dynamic resource alloca-
tion of service deployment in cloud computing systems [21],
[?], [?]. In this Section, some of the relevant research studies
are briefly discussed. Similar to our approach, queuing theory
is applied to analyze the dynamic resource allocation in cloud
computing systems [1]-[16]. For instance, [1] used queuing
theory to formulate the revenue maximization of cloud system
with QoS constraint over blocking probability of incoming
jobs. [2] based on the use of analytic queuing network models
combined with combinatorial search techniques defined the
cost function to be optimized as a weighted average of the
deviations of response time, throughput, and the probability of
rejection metrics about their Service Level Agreements(SLAs).
[16] also taking queuing theoretical approach proposed an
analytical model, based on stochastic reward nets, cloud
performance metrics such as utilization, availability, waiting
time, and responsiveness is defined and evaluated to analyze
the behavior of a cloud data center: A resiliency analysis is
also provided to take into account load bursts. Despite all
similarities between the literature and this paper, there are
main distinctions: First, the objective are different. In this pa-
per, we focused more on the minimization of resources while
assuring the application service response time. The objective
of this article is more similar to resource allocation strategies
proposed in [5] and [6] that aim to minimize the mean response
time and the number of servers requested by multiple users.
Moreover, due to the heterogeneity and dynamicity of smart
home scenarios, an advanced model for workloads is required.
MMPP and Batch Markovian Arrival process (BMAP) [15]
are the most general models for arrival rate which can cover
heterogeneous incoming workloads. Owing to the dynamic
variation of the workload over the time, MMPP is selected.
On the other hand, almost all academic discussions related
to the smart home scenarios have focused on technological
architecture development and [17]. At this stage, researchers
address limitations to the functionality of management of
applications over home devices connected to the cloud servers.
However, the execution time of the application services is one
of the main challenges in developing smart home applications
[18]. For instance, in [19] and [20], a platform is proposed
to schedule smart home applications under execution time
and cost constraints costs associated with the cloud service
providers. Similar to their approach, an efficient execution
time of smart home applications on the cloud platform with
different methodology and terminology is addressed in this
paper. However, instead of cost, resources in terms of the
number of VMs are minimized.

III. MODELING

In this section, first notations and scenario details are
introduced, then queuing theoretical approaches will be used
to provide the model for the task execution time.
Preliminaries and Notations: We assume that there are R

different types of VMs on the cloud serving devices. The data
gathered by devices are processed in VMs. Each type of VMs
is responsible for one or more homological series of devices
which may be located in and belong to different residences. It
is also assumed that there are I service applications running
on the cloud which takes the results of the processed data
of devices over multiple VMs and provides a service for
smart home scenarios. Thus, an application service is provided
through a collection of tasks running on different VMs. Data
events of each type of devices are generated according to
a Poisson process with a different parameter. λr represents
the arrival rate of the type r devices. Each task created by a
device requires a VM for its execution. It is assumed that the
processing time of the data attributed to each type of device is
also different. Service rate of type r VM is represented by µr.
It is assumed that there are br VMs in the cloud to serve the
tasks generated by type r devices. SLA outlines all aspects of
application service and the obligations of QoS. However, SLA
response time of each application service could be considered
as the most dominant factor to allocate the cloud resources.
T thr denotes the execution time constraint of type r tasks and
Dth
i indicates the service execution delay constraint of ith

application.
Task Response Time: Using, M/M/c queuing model where
c = br, the average response time of type r tasks related to
the type r devices represented by tr is given by [12],

tr =
1

1 + (1− ρ)( br!
(brρ)br

)(
∑br−1
k=0

k!
(brρ)k

)
+

1

µr
(1)

Note that, br should be selected with respect to the QoS
response time constraint such that it has to be less than its
threshold, tr � T thr . So, br should mapped in to λr and by
changing the arrival rate br should be dynamically modified.
Thus, b∗r = Min(br)|tr � T thr . Despite the fact that the
Poisson process can approximate the processing workload of
sensors, this assumption can not be held up for all different
types of the smart home devices. Therefore, we extend our
analysis with Poisson process to MMPP which is a straight-
forward extension of Poisson process and has already been
widely used. It may cover and fit the vast domain of arrival
rates of devices.
An MMPP is a Poisson process whose instantaneous rate
itself is a stationary random process with varying arrival
rate according to an irreducible M state Markov chain. It
is characterized by the state transition probability Qr of the
underlying Markov process among M states. The detailed
description of the MMPP with an emphasis on applicability
to modeling is given in [9], [10], [11]. λr,m denotes the task
arrival rate of the device type r at the m state. In an incremental
arrival, the underlying Markov chain goes from state i to
state j with probability σr,ij . kr also represents the maximum
allowable type r tasks of can be existed in the queue so that
extra tasks will be dropped. Let us define the diagonal arrival



Fig. 2. Numerical results for maximum of achievable average arrival rate of
device tasks as a function of number of virtualized application servers and
execution time SLA (T th

1 ) and transition rate σ as the parameter

rate matrix and state transition probability matrix as follows,

Ar =



λr,1 0 0 . . . 0
0 λr,2 0 . . . 0

. . . . . . . . . . . . .
0 . . . λr,m . . . 0
...

...
...

. . .
...

0 0 . . . . . . λr,M



Qr =


σr,11 σr,12 . . . . . . σr,1M
σr,21 σr,22 . . . . . . σr,2M

...
...

...
. . .

...
σr,M1 σr,M2 . . . . . . σr,MM


Finding the probability distribution for the number of tasks of
the type r device within the system requires the computation of
πr = (πr,1, πr,2, . . . , πr,c, . . . , πr,c+kr ) by solving Θπr = 0.
Even though Θ has a large number of states, πr may be com-
puted efficiently by using block Gauss-Seidel iteration [10].
Meantime, a normalization matrix er also has to be defined
in the way of satisfying πrer = 1. Then, the probability
distribution of having i tasks of type r within the system in
steady-state equals to,

pr,i = πr,ier (2)

From littles theorem, average waiting time of the type r tasks
in the system is given by,

tr =

br+kr∑
i=1

ipr,i

(
M∑
m=1

M∑
n=1

σr,nm

)
M∑
m=1

λr,m
M∑
n=1

σr,nm

+ 1/µr (3)

Result of Eq. 3 is advantageous to calculate the tasks delay.
For more details please refer [9], [10], [11]. We provide
some numerical results to shed light on required resources for
serving the QoS-sensitive applications. Fig. 2 compares the
maximum task arrival rate that can be supported in different
models for the different number of VMs represented by b1. The
MMPP model has 5 states in which states with arrival rates

next to each other has 10% difference. As it is depicted, if the
execution time constraint is so tight (75msec) and transitions
among the MMPP states are high (highly dynamic demand
with σnm = 0.2), the number of device tasks that can be
supported are so limited. On the other hand, if the system
becomes more static(less transition) the maximum average
arrival rate will increase. Fig. 2 indicates how the analysis
in task response time can be applied to dynamically vary the
number of virtual machine application servers according to the
characteristics of the incoming workload over the time.

IV. APPLICATION SERVICE TIME

As it mentioned earlier, different connected home devices
or sensors can execute a group of tasks collectively or collab-
oratively for providing a particular home application service.
In real scenarios, some executing tasks have a sequential tran-
sitive dependency. Otherwise, executing tasks can be executed
concurrently depending on the type of the services which
diminishes the application service time. So, in the service
deployment for the smart home scenarios, the parallelism
ought to be maximized. Two scenarios namely Fully dependent
and Fully independent are considered in this paper. It is
convenient that the lower bound for the execution time belongs
to the Fully independent scenario while the upper one belongs
to fully dependent one. The service time of other application
services with the same number of tasks will be between of
these two scenarios. Thus, we calculate the service time for
both scenarios and generalize it to all application services with
similar tasks accordingly using the cross-correlation process.

A. Fully Dependent Scenario

In this scenario, the average service time of the application
will be equal to sum of the average service time of tasks and
is given by,

DE =

I∑
i=1

1

µi
=

R∑
r=1

ar
µr

(4)

where the ar denote the number of type r tasks in the
application.

B. Fully independent

In Fully independent case, the application execution is not
finished unless all tasks running in parallel get terminated.
Under this circumstance, the application service time will be
equal to the maximum service time of the parallel threads and
can be written by,

DF = max(t1, t2, ..., ti, ..., tI) (5)

Assuming service times of I parallel tasks are exponentially
distributed with different average values. The corresponding
CDF of application service time is given by [14],

F (t) =

I∏
i=1

(
1− e−µit

)
=

R∏
r=1

(
1− e−µrt

)αr (6)



Fig. 3. Numerical and simulation results for partial dependent application
service time as a function of number of tasks and ρ as the parameter

Then, the expected value of the service time is obtained by
solving,

DF =

∫ ∞
0

tf(t)dt =

∫ ∞
0

t

[
∂

∂t

I∏
i=1

(
1− e−µit

)]
dt (7)

Using integration by parts technique, the problem can be
solved. However, to represent the solution, some definitions
have to be made. Let us define the Ni as the collection
of all tuples order j of the task service times of the ap-
plication. For instance, N1 = {µ1, µ2, ..., µi, µj ..., µI−1, µI}
N2 = {(µ1, µ2), ..., (µi, µj), ..., (µI−1, µI)} then solution can
be represented by,

DF =
(−1)I−1∑I

i=1 µi
+

I∑
j=1

 ∑
∀Kj∈Nג

(−1)I−j∑
∀k∈Nג,k/∈Kj

µk


In this subsection, ρj is defined as the concurrency coefficient
among the tasks of jth application and can be approximated
by the number of correlation links among tasks divided into
I − 1. Then, the average service time of the application can
be approximated by,

Dj = ρjDF + (1− ρj)DE (8)

Eq.8 can be notably used to approximate the various appli-
cation service times. The numerical results of the application
service time related to fully independent, fully dependent and
partial dependent scenarios are presented in Fig. 3. Moreover,
a discrete event simulation method (similar to simulation in
[14]) is applied to find the average service time for the partial
dependent scenario with ρ = 0.333. As it is depicted, there
is a close agreement between the simulation and numerical
results obtained by Eq.8 which validates the analysis of this
Section.

V. CONCLUSION

In this paper, the execution time of the application tasks of
smart home scenarios is modeled. Next, the minimum number
of VMs required to deploy for home application service ensur-
ing QoS constraints over execution time is calculated. Finally,

Considering the impact of concurrency and dependency among
tasks of smart home devices, the execution time of the smart
home application services is approximated.
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