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Abstract—Today’s end-user devices have multiple access net-
works available and can achieve better application performance
by distributing traffic across access networks. However, match-
ing application traffic to the most suitable access network or
bundling them is non-trivial, given varying application needs
and network performance characteristics. Therefore, we propose
an application-informed approach for access network selection
(IANS). Based on the size of a Web resource, we select the better
access network in terms of latency and available downstream ca-
pacity. We implement IANS within our Socket Intents prototype
and evaluate its benefits for Web page loads under a variety of
network conditions and for various Web pages. IANS provides
the highest speedups for scenarios with asymmetric network
conditions and for scenarios with low downstream capacity.
Here, IANS improves relevant Web metrics by between 500 and
1000 ms in the median, compared to using the better of the two
access networks, and may also outperform MPTCP. This confirms
that IANS improves application performance over using a single
network and, in several scenarios, even using MPTCP.

I. INTRODUCTION

Most end-user devices today can connect to servers on the
Internet via multiple access networks, e.g., WiFi and cellular.
Therefore, such devices can choose between access networks
or distribute traffic across them to improve application perfor-
mance. However, applications have different needs, e.g., for
short latency or high capacity. Thus, applications may benefit
from choosing an access network with performance charac-
teristics most suitable for their traffic. To choose the right
access network, the device needs to know what to optimize
for. Such knowledge is often available to applications, but it is
often unknown to the network. To enable applications to share
information about their expected traffic, we proposed Socket
Intents [23]. Socket Intents enables informed access network
selection (IANS) based on application information as well as
current network characteristics. Hereby, IANS can distribute
transfers, such as Web resource loads, according to their sizes:
Loading small resources benefits from a network with short
latency, while loading larger resources benefits from a network
with high available downstream capacity.

In contrast, existing mechanisms for selecting an access
network often apply simple, static rules. For example, most
end-user devices default to WiFi if available and use cellular
only as a fallback. However, using WiFi may lead to subop-
timal application performance, as WiFi is not always better
than cellular [6]. Furthermore, this strategy does not allow
bundling the networks to aggregate their capacity. Multipath
TCP (MPTCP) can combine multiple access networks for a
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single connection. Yet, prior work suggests that while MPTCP
provides performance benefits for loading large resources, it
may not speed up loading small resources [3]. As MPTCP
splits all connections across networks in an application-
agnostic way, it is not aware of individual resources, their
sizes, and the requirements of the application. IANS aggre-
gates access network capacity at a different granularity than
MPTCP: Instead of splitting all connections across all access
networks, IANS distributes individual resource loads. It does
so in an informed manner, as IANS is aware of resource sizes
as well as latency and available downstream capacity on each
network. Therefore, IANS can load each resource over the
most suitable access network. Moreover, IANS only needs
client-sided support, while MPTCP needs both server- and
client-sided support.

In this paper, we make the following contributions: 1) We
apply IANS to Web browsing using our Socket Intents proto-
type [23]. We refine the THRESHOLD PoLICY [7] to speed up
loading Web pages “in the wild” as opposed to self-generated
static Web pages hosted on a single server. In particular,
we refine the THRESHOLD POLICY to better estimate available
capacity on an access network and predict resource load times
more accurately. 2) We perform a systematic study of the
impact of IANS on Web performance in a wide range of
network scenarios in a testbed, comparing it to using a single
access network and MPTCP. We find that IANS significantly
improves Web performance, e.g., reduces Above-The-Fold
Times by between 500 and 1000 ms in the median, for
scenarios with asymmetric network characteristics and for
symmetric scenarios with low downstream capacity. In our
asymmetric network scenarios, one access network has short
latency but low capacity and the other has high capacity
but large latency. Here, IANS often outperforms MPTCP,
as MPTCP can experience performance problems caused by
self-induced congestion on the low capacity network. 3) We
confirm the achieved speedups for Web servers “in the wild”.
TANS has an advantage over MPTCP because MPTCP deploy-
ment is still limited, while IANS is available today because it
does not need server-sided support.

II. INFORMED ACCESS NETWORK SELECTION

Our TANS is based on two key concepts: Socket Intents and
IANS Policies. Based in the information provided by Socket
Intents, IANS Policies decide which access network to use.
Below we revisit both concepts:



A. Socket Intents

Socket Intents [23], [27] are pieces of information that
an application can provide about its needs and expectations.
Intents are not QoS requirements or resource reservations, but
optional hints that are available within the application or can
be gathered with tenable effort.

In this paper, we focus on the SizE TO BE RECEIVED Intent,
which is the number of bytes that an application expects to
receive in reply to a request. The application can learn this
information from metadata, e.g., for resources embedded in a
Web page, or it can query it, e.g., using HTTP HEAD or Range
requests. Alternatively, the TRAFFIC CATEGORY Intent allows to
optimize for, e.g., short latency or high downstream capacity.
For loading Web resources, an application typically does not
know what to optimize for, so we compute this information
from the S1zE TO BE RECEIVED. For other Web use cases, such
as uploading files, applications can set the SIZE TO BE SENT.
By setting the CosT PREFERENCES Intent, an application can
balance potential performance improvements with cost, e.g.,
when using leftover capacity of a cellular data plan.

B. IANS Policies

TANS Policies decide how to distribute traffic across mul-
tiple access networks, see Figure 1. First, 1) an application
specifies its Intents for a new connection or request, 2) an
IANS Policy is queried, which decides which access network
to use. Then, 3) the IANS Policy communicates this decision
and 4) the new connection or request is scheduled on the
chosen access network. Each IANS Policy can implement
its own decision logic, taking as input the current network
performance characteristics and the Socket Intents from the
application.

For Web browsing, we build upon the THRESHOLD POL-
1cy [7]. This IANS Policy is based on the idea that the load
times of Web resources of different sizes are often dominated
by latency or downstream capacity:

o For small resources, latency dominates: We choose the
access network with the shortest latency available.

« For large resources, downstream capacity dominates: We
calculate the expected load time for each available access
network based on currently available capacity as well as
latency and choose the network with the shortest estimate.

We name this IANS Policy the Threshold Policy based on
the threshold resource size below which latency dominates
and above which capacity dominates. By selecting the more
suitable access network based on the SIZE TO BE RECEIVED
Socket Intent, the Threshold Policy aims to reduce load times
of individual resources, thus, to shorten the overall load time
of the page. For details, we refer to Section III-C and to the
source code of the Threshold Policy implementation within
the Socket Intents prototype, see https://github.com/fg-inet/
socket-intents/blob/release-0.8/policies/threshold_policy.c.
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Fig. 1: IANS: Socket Intents / Policy interactions.

III. SOCKET INTENTS PROTOTYPE IMPLEMENTATION

We implement IANS within the Socket Intents prototype’.
Our prototype allows an application to specify its Socket
Intents on a per-request basis through the Socketconnect API,
which we use within a Web proxy.

A. Socketconnect API

To enable applications to benefit from per-request IANS,
the Socket Intents prototype implements the Socketconnect
API?. Through this API, the application specifies the remote
host name and port for each request, e.g., each Web resource,
as well as a list of Socket Intents, such as the SIZE TO BE
RECEIVED. The Socket Intents prototype then returns a socket,
bound to a specific access network, to the application. Note
that the prototype can also enable MPTCP for individual
connections to use both networks®. Thus, when the application
sends a request and receives the response, it uses the access
network selected by TANS. In case the application has not
previously communicated with this remote host, the socket
corresponds to a newly established connection. Otherwise, the
socket may correspond to a pre-existing connection, which the
application can re-use. After finishing sending the request and
receiving the response, the application can release the socket,
at which point the socket becomes part of the pool of available
connections managed within our prototype.

B. Web Proxy

Because browsers are complex, fast-moving systems and
we want to be flexible to use different browsers with our
prototype, we implement Socket Intents support in a Web
proxy. While this allows us to study TANS, the proxy adds
a slight overhead. To avoid overhead, future work should
implement Socket Intents in the browser itself. Alternatively,
IANS can be implemented in an HTTP library, enabling all
applications that use this library to benefit from IANS without
further modification.

For our study, the IANS-enabled Web proxy uses the
Socketconnect API and provides the “Size to be Received”
for each resource to be loaded. To determine the size of an
individual resource, the proxy performs a two-step download:
It first fetches the first 1000 Bytes using the Content-Range
header via the shorter latency network. If the resource size is
1000 Bytes or smaller, the proxy receives the full resource
with this first request. Otherwise, it receives the first part

'The code is publicly available at https://github.com/fg-inet/socket-intents.

2The current prototype supports HTTP/1.1, but support can also be added
to, e.g., an interface to an HTTP/2 library or a QUIC implementation

3We leave TANS Policies using MPTCP as future work.



and knows the size of the rest of the resource from the
Content-Length header®. Next, the proxy uses the SIZE TO BE
RECEIVED Socket Intent so that the IANS Policy can select a
suitable access network for loading the rest of the resource.
Using the Socketconnect API allows the proxy to re-use TCP
connections where appropriate, i.e., when loading another
resource from the same remote host. Thus, the proxy can
benefit from IANS on a per-request basis without imposing
unnecessary delay for small resources.

C. Policy Implementation

The IANS Policy decides which access network to use for
each request an application makes through the Socketconnect
API, e.g., each Web resource. This decision is based on the
Socket Intents of the request and on the current performance
characteristics of the available access networks. While Socket
Intents are specified by the application for each request, the
prototype continuously queries estimates of current network
performance characteristics kept by the host’, see [7], and
makes them available to the IANS Policy.

To select an access network for a given resource, the
Threshold Policy predicts whether the resource load time
is dominated by latency or available downstream capacity,
see Section II-B. To do so, it compares two components of
resource load time: It computes a latency component based
on a two-way latency estimate and a capacity component
based on an estimate of the available downstream capacity.
As an estimate for the two-way latency of an access net-
work, the Threshold Policy uses the Smoothed Round Trip
Times (SRTTs) of the TCP connections which are currently
established for each access network. To estimate the latency
component of resource load time, the Threshold Policy has
to multiply this two-way latency by the minimum number of
necessary round trips to load the resource®. To compute an
estimate of the available downstream capacity, the Threshold
Policy assumes that the new transfer will get a fair share of the
maximum capacity’. For the maximum capacity, the prototype
observes download bitrate over time® and uses the maximum
observed bitrate within the last 5 minutes as an estimate.

If the resource load is latency bound, the Threshold Policy
selects the network with the shortest estimated latency. If the
resource load is capacity bound, the Threshold Policy predicts
total resource load time over all available networks. To do
so, for new connections, is uses a model of TCP slow start

4In case of missing Content-Length, the IANS Policy selects the shorter
latency network by default.

SHaving such performance estimates available requires traffic to be present
on each network. To bootstrap our evaluation, we send a probing iperf flow
over each network before starting to load any Web pages.

This number depends on whether a new connection has to be established
or an existing connection can be re-used.

"Based on the known concurrent TCP connections. To compensate for idle
connections, the policy weights the number of concurrent connections by the
current actual usage of the access network, which it computes based on the
current and maximum bitrate.

81t periodically reads the network interface counters of all available network
interfaces and computes the difference of these counters between subsequent
reads.
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Fig. 2: Testbed setup.

rounds: In each round, a number of bytes of the resource
is loaded, starting with the initial congestion window. This
number doubles each round up until the available capacity
is reached, at which point TCP slow start ends. The policy
counts the number of rounds and multiplies them by the
two-way latency estimate. To encourage connection reuse, the
Threshold Policy gives reused connections an advantage by
adding latency and capacity part instead of modeling slow
start when calculating load time. After predicting load times
of a resource over all networks, the Threshold Policy selects
the network with the shortest expected load time.

IV. EVALUATION METHODOLOGY

Next, we outline our methodology for studying the benefits
of TANS for Web performance. To enable a systematic eval-
uation using network characteristics in which multiple access
networks may improve performance, we set up a testbed with
mirrored Web pages. In addition, we confirm the achievable
speedups by accessing Web pages from servers “in the wild”.

A. Network scenarios

We use a testbed, see Figure 2, which represents a scenario
where the access network is the performance bottleneck and
where we have full control over almost all components. It
consists of a client, a traffic shaper, a Web server, and two
network links, a wired and an 802.11 wireless link. To include
the effects of actual WiFi we realize the wireless link via a
WiFi Access Point (AP). Yet, to limit side effects we use a
stationary AP on an otherwise unoccupied 5 GHz channel.

The client is connected to the traffic shaper via two access
networks: To network 1 via a 1 Gbit/s Ethernet wired link with
less than 1 ms delay, and to network 2 via the 802.11 wireless
link. The wired link adds minimal delay and no congestion,
as it directly connects the client to the shaper. The wireless
link adds delay and congestion related to WiFi. With these
two access networks, the client can either load the Web pages
mirrored on the Web server via each of the networks or it can
bundle the capacity of both networks using IANS or MPTCP.

For the systematic evaluation, we follow a factorial design
approach which covers a wide range of network characteristics
in terms of delay, downstream network capacity, and cross-
traffic on the WiFi channel, see Table I. More specifically,
delay and throughput restrictions are realized by the shaper.
Note, the shaper clearly dominates the network characteristics
of network 1 while network 2 also sees the effects of WiFi.
We do not restrict upstream capacity, as it is not a limiting
factor for loading Web pages.



TABLE I: Shaping levels
Levels

10, 50, or 100 ms.
2, 5, 10, or 20 Mbit/s.
none, constant UDP, variable TCP.

Property

Additional latency:
Downstream capacity:
WiFi crosstraffic:

Cross-traffic can be imposed on the WiFi network and is
realized by using another client which sends traffic on the
same channel. We impose both a constant load of cross-traffic
which fully utilizes the WiFi using an iperf UDP flow and a
self-similar load of TCP flows to fully utilize the shaper link
using Harpoon [26]°.

To evaluate the achievable speedups “in the wild” the client
can reach the Internet via the traffic shaper. Our vantage point
is located in a well-connected university network. Thus, when
using the above shaping parameters the access networks should
remain the bottleneck. To confirm this we repeatedly (5 times)
downloaded our chosen Web pages without any traffic shaping
and confirm that the median/75th quantile latencies are lower
at 17/26 ms than most shaper latencies and the receive times
for large resources (> 320 KB, the 99th quantile of the
resource sizes) are small with a median of 41 ms. Thus,
the network conditions imposed by the traffic shaper have a
significant impact on the performance of “in the wild” Web
page downloads. To minimize side-effects due to DNS, we
run a resolver on the traffic shaper. For each domain name,
this resolver returns the same set of IP addresses in the same
order. It caches the results for the experiment duration of 20
hours. Thus, within each experiment, subsequent page loads
are likely to be directed to the same CDN node. Furthermore,
we randomize the order of page loads with different access
selection policies to further limit the impact of Internet per-
formance variations on any particular policy.

B. Web Workload

Our goal is to evaluate IANS vs. traditional access selection
policies across a diverse set of Web pages popular among
actual users while not falling into typical pitfalls, e.g., initial
redirects [8]. We base our workload on the Alexa top list.
To limit bias [22] we selected 102 highly ranked Web sites
from nine categories'?. This resulted in a list of domain names
which typically redirect to some landing page. Since such
initial redirects inflate load times [8] we eliminated redirects
by manually loading each page once and then adding the
resulting URL to our hit list. For some sites, mainly social
media sites, we find that the resulting URL does not reflect
actual user experience as the landing page we saw consisted of
only a few objects. For those, we picked an alternative publicly
accessible subpage of the same site, e.g., a publicly accessible
social media profile.

9We configured Harpoon to generate TCP flows with an average total
throughput similar to the shaped downstream capacity, whereby file sizes
follow a Pareto distribution with alpha=1.2 and shape=1500 bytes and inter-
connection times follow an exponential distribution with a mean of one
second.

100ur categories are: Search engines, News pages, shopping, social media,
sports, arts and entertainment, business, games, and science.

Another difficulty we encountered is that the content of
Web pages changes frequently, even across consecutive page
loads. Thus, we mirror all 100 Web pages in our workload'!
to the Web server in our testbed'?, see Section IV-A. This
setup allows us to fetch the same version for all these pages
across experiments. When accessing Web pages “in the wild”,
we cannot enforce that the same version of a page is retrieved.
Thus, to ensure comparability of the results we only include
those Web page loads in our evaluation where the resulting
resource count and page size differ by less than 1% within
the same run.

We opt for hosting Web pages on a dedicated server instead
of using an emulator, such as Mahimahi [18], which replays
Web page loads on different emulated network conditions on a
single host. Our reasons are twofold: First, our testbed enables
a wider range of scenarios, e.g., realistic access network
conditions using an actual WiFi Access Point and cross-traffic.
Second, we can compare loads of the mirrored version to Web
page loads “in the wild” given similar network conditions.

C. Web Performance Metrics

We capture the following Web performance metrics: 1)
The Page Load Time (PLT) between the navigationStart and
the onLoad event via the Navigation Timings API. 2) The
Above-The-Fold Time (ATF) to load all user-visible content
as computed by the browser plugin by da Hora et al. [5].
3) The Mean Opinion Score (MOS) using Byte Index until
ATF based on the WQL model [13]: MOS = —0.4731 %
In(ByteIndex arr) + 7.0813. Byte Index is the integral of
resource sizes over resource load times, see Bocchi et al. [2].
We learn the resource sizes from the Content-Length header,
or, if not present, the body size, as exported in the HTTP
Archive (HAR) file after each page load.

D. Web Page Loads

For our evaluation, we repeatedly load Web pages using
different access selection policies. We instrument Firefox
63.0.4 via the Marionette browser automation interface. To
prevent skewed results due to browser caching, we set up a
fresh browser profile for each page load. To allow the browser
to leverage IANS, it uses a local Web proxy'? as discussed
in Section III-B. We compare the following cases: Loading
a page using only a single network, using both networks
with MPTCP with the primary subflow on the shorter latency
network, and using Socket Intents with its “Threshold policy”,

""We mirrored pages on January 21, 2019. We load each page once, store
all resources locally, and copy them to our Web server. For each origin, i.e.,
each host that contributes content to the original page, we create a virtual
host on our server.

120ur Web server is equipped with 8 cores and 16 GB of RAM, similar to
a 2xlarge Amazon EC2 instance and runs an Apache Web server.

3We evaluate the overhead of the proxy by comparing PLTs with and
without the proxy. We load Web pages on network 1 without traffic shaping.
PLTs with proxy increases by a median of 6.3%. There are two main reasons
for this increase. First, the browser supports TLS False Start, but OpenSSL,
which the proxy uses, does not. Thus, the browser has one fewer round trip
for each TLS handshake than the proxy. Second, the Socket Intents-enabled
proxy uses a two-step download for querying the “Size To Be Received”.



see Section II-B. We repeat each page load 5 times to eliminate
measurement artifacts.

V. EVALUATION RESULTS

Next, we report on the benefits of IANS in a single scenario
and in our systematic study, in which we highlight under which
network conditions it yields which benefits.

A. Asymmetric network scenario: In-depth discussion

We start our exploration by focusing on the asymmetric
network scenario. Our motivation for starting with this case
is that here JANS should yield the biggest benefits for Web
performance. In particular, network 1 has a short latency of
only 10 ms but a limited downstream capacity of 2 Mbit/s.
Network 2 has a downstream capacity of 20 Mbit/s but a
latency of 100 ms.

Figure 3 shows the Web performance of all access selection
policies according to two metrics, Page Load Times (PLT)
and Above-The-Fold Times (ATF), as empirical cumulative
distribution (ECDF) across all 100 Web pages.

TANS outperforms all other access selection policies for
ATF and for almost all cases for PLT. Only MPTCP can lead
to shorter PLTs, see Figure 3a. When investigating the cause,
we find that IANS, as intended, benefits from the asymmetric
network characteristics: Small resources benefit from the short
latencies of network 1, while large resources benefit from
the high downstream capacity of network 2. Since MPTCP
distributes all resource loads across both networks, it saturates
the short latency network first. This leads to congestion on
this network which, in turn, inflates the load times of smaller
resources. Thus, ATFs and PLTs increase for MPTCP. IANS
avoids unnecessary congestion on the short latency network
since it mainly uses the high downstream capacity network
for retrieving large resources. Furthermore, IANS yields a
statistically significant improvement in MOS (plot not shown)
with a mean MOS difference of 0.11 compared to using the
“better” (lower PLT) of the two single networks, and of 0.07
compared to using MPTCP.

Using a single network (either network 1 or network 2) leads
to the worst PLTs and ATFs with a huge spread ranging from
0.7 seconds to more than 53 seconds. Using the better of the
two networks avoids some of the outliers; none of the page
loads takes longer than 20.4 seconds. Thus, in this scenario,
there is no single “best” network to use.

Adding cross-traffic to the WiFi network 2 results in slightly
longer load times but does not change the general observations
(plots not shown). Both IANS and MPTCP are able to cope
with the cross-traffic. The speedups vs. using a single access
network are comparable to the scenario without cross-traffic.
When adding variable cross-traffic to network 1, which has
a short latency but low capacity, TANS still outperforms
MPTCP. However, as both IANS and MPTCP are sensitive
to congestion on the lower latency network, using only net-
work 2, which does not have cross-traffic, becomes the better
option. Therefore, a future version of IANS should detect high
congestion on a network and then avoid loading resources over
this network.

B. Systematic Study of Scenarios

Next, we look at the results of the systematic study of
33 network scenarios with latencies of 10, 50, or 100 ms
and downstream capacities of 2, 5, 10, or 20 Mbit/s for both
access networks. Rather than using 33 ECDFs to visualize
the results, we show, using heatmaps, the median ATF im-
provement of IANS and MPTCP vs. the “best” single network
(according to PLT), see Figure 4. Note, the results for PLT
and MOS show similar results (plots omitted). Each subplot
focuses on a different scenario, namely, Figures 4a and 4d on
access networks with symmetric network conditions, Figure 4b
and 4e on access networks with asymmetric conditions where
network 1’s do not change and Figure 4c and 4f on access
networks with asymmetric conditions where network 2’s do
not change. The color schema (same for all plots) goes from
green for large performance improvements over light yellow
for no significant differences to violet for large performance
penalties. Each heatmap entry contains the median ATF im-
provement in ms and the corresponding confidence intervals.

Overall, green which corresponds to significant improve-
ments dominates the results for IANS and MPTCP. However,
red and violet are more common for MPTCP. Yellow domi-
nates if the downstream capacity is large for both networks.
Note, that the size of the confidence intervals can be large, i.e.,
hundreds of milliseconds, as load times fluctuate between page
loads. Some of these effects are due to influences unrelated
to networking, such as in-browser processing, and different
orders in which the browser may load the resources. Other
effects are related to the multitude of different Web pages and
that the Web page load times range from less than a second
to more than 20 seconds.

TANS shows the largest speedups in asymmetric scenarios,
see Figure 4b and 4c, similar to the one discussed Section V-A.
For MPTCEP, this is not always the case, see Figure 4e and 4f.
The reason is that IANS (for the 10/100 ms latency case) in
contrast to MPTCP can indeed load small/large resource over
the short latency/high capacity network while MPTCP tends
to use both and, thus, may suffer from head-of-line blocking
and congestion on the low capacity network.

Even for less asymmetric scenarios (10/50 ms, 50/100 ms
latency) TANS still improves ATFs over MPTCP, see Fig-
ures 4b and 4e. MPTCP saturates network 1 (the lower latency
one) first, which, again, leads to congestion on network 1 and
inefficient use of the high capacity of network 2. MPTCP still
degrades ATF if both networks have the same short latency
(10ms), but asymmetric downstream capacities (2/10 Mbit/s
or 2/20 Mbit/s), see Figure 4e. Since network 2 is the WiFi
network, it adds delay and, thus, MPTCP will again saturate
the lower latency one rather than taking advantage of the
higher capacity one.

For symmetric scenarios with low downstream capacities
IANS again shows significant ATF improvements, see Fig-
ure 4a. Here, both networks should be used, so IANS’s ca-
pability of distributing resource across the networks improves
resource load times and, thus, PLT and ATF. Speedups increase
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Fig. 4: ATF improvements vs. using the single “better” network (median [ms] plus confidence intervals).

as latencies decrease due to less per-connection overhead. For
purely symmetric scenarios, MPTCP outperforms IANS, see
Figure 4d, as MPTCP is able to use the bundled network
capacity at a finer granularity by using subflows. Thus, if
a page’s resources are skewed, i.e., have one large resource,
MPTCP can efficiently use both networks while IANS cannot.

In scenarios with high downstream capacity, e.g., Figure 4a
and 4d neither IANS nor MPTCP yields major benefits as
a single access network already provides sufficient network
resources. Still, MPTCP is slightly better than IANS since it
is able to reuse all TCP connections. However, future versions
of IANS can detect such network conditions and then default
to MPTCP. With cross-traffic on network 2, using MPTCP
remains the best option in most cases. However, using only
network 1, which is not impacted by cross-traffic, is even better
in case network 1 has sufficient capacity. Therefore, enabling
MPTCP only selectively using IANS may have an advantage
over using MPTCP in all scenarios.

One scenario, see Figures 4c and Figure 4f upper left corner,
stands out, since both IANS and MPTCP show rather large

performance penalties. Here, both access networks have a
large latency (100 ms) and the downstream capacities are
asymmetric (2/20 Mbit/s). Per se, using network 2 only is the
best option. However, both IANS and MPTCP use network 1
as well, as its latency is lower than network 2’s due to the WiFi
overhead. By using network 1 IANS incurs extra cost due to
TCP connection overhead and both IANS and MPTCP degrade
performance due to the imposed congestion on network 1.
Moreover, IANS cannot reuse existing TCP connections on a
different network. Thus, in the future, IANS should account
for connection establishment overhead and congestion even
more.

Summary of systematic study: Our most important find-
ings are: 1.) JANS improves Web performance the most for
asymmetric scenarios and for symmetric scenarios with low
downstream capacity. 2.) For asymmetric scenarios IANS
often outperforms MPTCP. Indeed, MPTCP may introduce a
performance penalty even compared to using a single network
only. 3.) In symmetric scenarios, using MPTCP helps the most.
Thus, TANS should take advantage of MPTCP for such cases.
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C. Performance Benefits For Different Web Pages

Next, we take a closer look at Web page characteristics
and check to which extent they correlate with the observed
speedups. The most obvious characteristic is Web page size,
i.e., the sum of all resource sizes from one page load. In our
workload, Web page sizes range from 64 KB to 12.5 MB.
Thus, Figure 5 shows a scatter plot of the Web page size vs. the
best achieved PLT speedup for one of the symmetric scenarios
(10 ms and 2 Mbit/s). Note, there is a strong correlation.
Almost all points fall on the diagonal. Thus, the Pearson
correlation coefficient with 0.978 is also close to the perfect
one. Results for ATF are similar to PLT. For MOS we see
some improvements as well but not a strict correlation, which
is not surprising given that MOS uses a logarithmic scale. Still,
IANS, e.g., improves “bad” MOS’ (< 2.5) to “fair” (> 2.5) for
10% of the Web pages.

We find similar strong correlations between Web page
size and PLT for almost all symmetric scenarios. Correlation
decreases with larger downstream network capacities, as the
best options for such scenarios is using a single network.
When considering Web pages of different categories, see
Section IV-B, we find that “Gaming” Web pages are often
larger, so they show more significant speedups than, e.g.,
smaller Web pages from the “Search Engine” category.

We do not find strong correlations for other Web page
characteristics including resource count and median resource
size. Resource count is the number of successful HTTP
requests as observed from the HAR file, which ranges from
10 to 314 in our workload, with a median of 73. Median
resource size is the median of all resource sizes loaded
for a single page, which ranges from 300 B to 79 KB in
our workload. The largest Pearson correlation coefficients for
resource count/median resource size are 0.517/0.541 for the
symmetric scenario (10 ms and 2 Mbit/s).

For asymmetric scenarios, we see correlations between page
size and PLT when the downstream capacity is low for both
networks (Pearson coefficients greater than 0.8). Otherwise,
there is no strong correlation with page size as the benefits of
network capacity bundling decreases. There is also no strong
correlation with resource count or median resource size.

Still, TANS shows improved performance, recall Sec-
tion V-A. The reason is that IANS provides multiple opportu-
nities for speedups: On the one hand, IANS provides benefits
for large Web pages and those with many large resources.
On the other hand, IANS realizes speedups for small pages

with a few large resources and many small resources. Here,
large resources benefit from the high downstream capacity
network, while small resources benefit from the short latency
network. Moreover, distributing resources avoids congestion
on the lower latency network. This is where IANS shows an
advantage over MPTCP.

TANS cannot speed up Web page loads where the page
exclusively consists of small resources, since using a single
short latency network while reusing the TCP connections is the
best option. Moreover, IANS does not provide much benefit if
the Web page consists of many small and few large resources,
e.g., a single large resource. In such cases, scheduling the large
resource on the large downstream capacity network may not
always be beneficial due to its delay and the corresponding
connection establishment overhead.

D. Performance In The Wild

To confirm that the performance benefits do not just apply
to fully controlled testbed settings with mirrored Web pages,
we load the same pages from their servers “in the wild”, recall
Section IV-A.

Figure 6a shows the ECDF for the Above-The-Fold Times'*
(ATF) for the asymmetric network scenario (network 1: 10 ms
and 2 Mbit, network 2: 100 ms and 20 Mbit) first discussed in
Section V-A. As before IANS outperforms either of the two
single networks as well as MPTCP. Indeed, MPTCP is much
worse and close to using only the low capacity network for
most Web pages. The reason is that most Web servers “in the
wild” do not support MPTCP: Only three out the of 102 Web
pages in our workload partially support MPTCP—we see at
least one successfully established subflow with an MPTCP
option. Note, even for these not all involved Web servers did
support MPTCP. Therefore, while our testbed results show
a meaningful comparison between IANS and MPTCP, the
actual Web servers do not allow such a comparison. Without
server-sided MPTCP support, MPTCP establishes the primary
subflow over the lower latency network, i.e., network 1, and
suffers from its low downstream capacity. Thus, the fact that
MPTCP needs server-sided support limits the performance
benefits that it can achieve in the wild. Since IANS does
not need any server-sided support IANS can provide similar
benefits in the wild as in the testbed.

Figure 6b shows the ECDF for the ATF for a symmetric
network scenario (10 ms and 2 Mbit/s). Again MPTCP does
not provide any benefits compared to using a single network as
most servers do not yet support MPTCP. Here, even though
MPTCP outperforms IANS in the testbed, see Section V-B,
IANS in the wild currently outperforms MPTCP (due to its
limited deployment) as well as only using a single network.

In summary, our experiments using Web servers “in the
wild” confirm IANS’s performance benefits. Furthermore, they
highlight that MPTCP, due to its limited deployment, often
cannot provide the expected performance benefits in practice
and may even degrade performance.

4PLT and MOS, again, show similar effects.
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Fig. 6: “In the wild”: ECDF of Above-The-Fold Times (ATF)

VI. RELATED WORK

Access Network Performance: Sommers et al. [25] compare
WiFi and cellular performance between February and June
2011. They find performance varies widely between access
technology and provider and that WiFi provides a higher
throughput and a shorter latency in most cases. Between
September 2013 and May 2014, Deng et al. [6] find that the
assumption that WiFi outperforms cellular is no longer true.
Our work builds on these findings, as there is no single obvious
“best” access network anymore.

Offloading: Shifting traffic from the cellular network to
the WiFi—offloading—has gotten a lot of attention both in
the research community, e.g., [17], [16], [1], as well as in
industry, e.g., [15], [4]. For a survey on offloading we refer to
Maallawi et al. [17]. Several studies demonstrate the potential
benefits of augmenting mobile 3G networks with Wifi, e.g.,
Lee et al. [16] and Balasubramanian et al. [1]. In contrast,
Rossi et al. [21] find that 3G networks can augment WiFi
performance, which they call onloading. Wietholter et al. [29]
compare strategies to determine which mobile subscribers to
offload based on Received Signal Strength or a combination
of throughput efficiency and WiFi channel load. Galdgil et
al. [10] consider offloading strategies based on the application
traffic characteristics, such as real-time requirements. Our
work complements this work by dynamically off- or onloading
traffic based on both the current network performance and
application traffic characteristics.

Multipath Protocols: In addition to shifting traffic from
cellular to WiFi and vice versa, MPTCP [9] can aggregate
both networks. Performance studies by Chen et al. [3] find
that MPTCP provides benefits for large flows, but not for small
flows. Deng et al. [6] observe that MPTCP may penalize short
flows. Han et al. [11] study Web performance over MPTCP.
They see cases in which HTTP over MPTCP performs even
worse than single-path TCP. Furthermore, in their results,
the lower latency network usually dominates given similar
capacity and loss. Our results are in line with these perfor-
mance studies while offering IANS as an alternative. In order
to overcome deployment limitations of MPTCP, Nikravesh
et al. [19] propose a client-only HTTP/2-based multipath
solution. While tackling a similar problem as IANS, their study
is limited to transferring single files, while we load Web pages.

Multipath Support in Systems: To make access network
selection usable on end-user devices, there has been work
on network layer multipath [20] and multi-access connectiv-
ity [24]. While this allows using multiple access networks, it
does not facilitate informed decisions based on input from the
application. Application input requires enhanced networking
APIs. Early efforts include Intentional networking [12], which
lets applications specify network requirements via an extended
Socket API. However, they take a per-packet approach for
a specific use case, while IANS is more general and uses
a per-flow approach. Moreover, they imply guarantees while
TIANS suggests best-effort. More recently, NEAT [14] is a
transport protocol-independent API which also allows to select
different paths, thus, different access networks. While their
work focuses on transport protocol selection, our work fo-
cuses on access network selection. Both the NEAT and the
Socket Intents prototype serve as input to the TAPS API [28]
standardization effort in the IETF.

VII. SUMMARY AND FUTURE WORK

We leverage Socket Intents to achieve IANS. Informed
by Socket Intents, i.e., the S1ZE TO BE RECEIVED of a Web
resource, we select the most suitable access network to load
the resource. We implement TANS within the Socket Intents
prototype and evaluate its benefits for Web performance within
a testbed and using Web servers “in the wild”. Our holistic
study reveals that IANS improves Above-The-Fold Times by
between 500 and 1000 ms in median in asymmetric network
scenarios and in network scenarios with low downstream ca-
pacity. For asymmetric network scenarios, IANS outperforms
MPTCP since it can avoid self-induced congestion on the low
capacity network. For symmetric network scenarios, MPTCP
may be able to use the available capacity more efficiently,
but it may not be available “in the wild”. Therefore, in
future work, an advanced IANS Policy should combine the
benefits of IANS and MPTCP. Moreover, the IANS Policy
should be refined to recognize cases in which a network is
congested so that loading resources over it does not provide
any benefit. Furthermore, future work on IANS has to explore
additional optimizations, such as distributing resource loads
across multiple CDN nodes serving the same content. Finally,
future work should evaluate the benefits of IANS for other
applications, such as video streaming, uploading content, and
instant messaging.
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