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Abstract. Smart item environments consist of networked nodes with heteroge-
neous hardware equipment and intermittent network connections. dsiog-
mon component technology allows for flexible distribution of componeaots f
processing of smart item data. Finding a good deployment plan for aseew
of components in an infrastructure is called Component PlacemenieRro/e
propose an approach for finding suitable deployment plans for coemte with
special regard to the characteristics of smart item environments. Qhocheval-
uates deployment plans in terms of both resource consumption andbditgila
From the analysis of the solution space we conclude that the number afrketw
link uses is an important criterion for the quality of a deployment plan ckggr
both cost and availability. Based on this finding, we have derived a tieuhat
creates deployment plans, which have a low number of link uses arnthuse
more likely of high quality?

1 Introduction

Smart items are physical products that include product e information devices
(PEIDs), e.g. embedded systems, or RFID tags. For apgitdttmains such as Prod-
uct Lifecycle Management (PLM), enterprise applicatiorsdfit from accessing data
on smart items. Error-prone manual data input can be regpladth automatic data
acquisition to support business decisions, e.g. for maimtee planning, effective recy-
cling, and product design improvements. As it is not reaklana integrate mechanisms
for accessing PEIDs into business applications, this fanatity is provided by a mid-
dleware. The middleware and the PEIDs form sh@rt item environment, which can
be distributed in a network over various nodes. A key charatic of smart item en-
vironments is a high degree of heterogeneity in terms ofiaare resources. Typically,
there is a powerful middleware server which is contactedliantapplications to re-
quest smart item data. The requests are then forwardedaoratles in the field, which
translate the requests into a PEID specific protocol. RBintdie PEIDs are embedded
systems, which contain the data sources and have very dimégources. In general,
available resources are decreasing towards the edge oétienk.

8 Parts of this work are based on the PROMISE project (www.promiseartoch is funded by
the European Union IST 6th Framework program, project no 507100.



All nodes in the smart item environment can contain a statisked execution en-
vironment, such as OSGi [1] or Jini [2]. This turns the smtain environment into a
distributed execution environment, allowing for flexiblagement of components that
format, analyse, filter, or pre-process the data flows betvweekend applications and
smart items [3]. If a new set of componentscmponent composition) has to be de-
ployed onto the smart item environment, each componentdhias &ssigned to a host.
The assignment of a component to a host is catl@dponent placement, and hence
finding a set of good assignments is tt@nponent placement problem (CPP) [4]. A
deployment plan is a set of component placements for a given component catigros
Previously, we have proposed a method to identify good gempbmt plans in smart
item environments based on tbast of demanded resources [5]. The cost of demanded
resources is an important evaluation criterion as ressuwoehe various hosts and net-
work links are differently valued in heterogeneous enuinents.

However, considering the cost of resource demands alonat sufficient to iden-
tify suitable deployment plans. Most products are mobild ererefore communicate
with middleware over wireless connections, which influendeavailability of PEID
data. Availability is defined as the degree to which a systeaomponent is operational
and accessible when it is required for use [6]. In a disteadwiomponent-based system,
the availability depends on the placement of componentd][@rd hence availability
is also a relevant evaluation criterion for deployment pldntuitively, the availability
increases when the amount of data to be transferred oveliabbleeconnections de-
creases. This can be achieved by placing components on tiis R& perform data
analysis locally and transmit only the analysis resultsveleer, this competes with the
goal of minimising cost of resource demands as resourcdseoREIDs are much more
expensive than on other nodes. This trade-off has not beestigated in the context of
component deployment planning. Instead, existing appesgcse a single evaluation
criterion to determine the quality of deployment plans (segtion 3).

In this paper, we propose a component deployment plannitigadewhich is appli-
cable for smart item environments. More specifically, weppse an extended system
model, evaluation functions for both cost and availahilégd methods to determine
model parameters. Using a practical application, we fohatithe number of network
link uses is an important driver for the quality of a deploymglan. Based on that find-
ing, we propose a heuristic for creating deployment planb few network link uses.
We show that applying this heuristic leads to good resulteny short time.

The remainder of the paper is structured as follows: Fhistcharacteristics of smart
item environments are discussed and a set of requiremerdefitoyment planning are
derived. Afterwards, we review related work and point owditlshortcomings with
regard to our problem. In section 4 our solution is presemegh overview. Section
5 contains the core model for the CPP including evaluatiorctions and constraints.
The extension of this model for smart item infrastructusesbown in section 6, where
we propose methods to determine availability and resousnsadds. Finally, in section
7 it is investigated whether the two dimensions cost andabidity are competitive,
i.e. form a trade-off. Furthermore, we show that the numlberetwork link uses is a
major driver for the quality of deployment plans and preseralgorithm, which creates
deployment plans based on this heuristic.



2 Problem Analysis

Smart item environments have some characteristics whimtepdpecial requirements
on deployment planning methods. Here, these charactsrate briefly discussed to de-
rive requirements from them. The requirements provideiarate for the deployment
planning method we propose and serve as basis for idergifygaknesses in related
works. The main characteristics of smart item environmargs

— Heterogeneity of infrastructure: Infrastructure nodes in the smart item environ-
ment can range from resource-constraint embedded systecontentional per-
sonal computers and middleware servers with vast resauxadg/ork links con-
necting these nodes do also have different capacities.

— Intermittent connections: PEIDs are typically connected to the middleware using
wireless connections that are not permanently availaliiés i5 either due to re-
strictions in the technology, e.g. mobile phone networksdichave full coverage,
or a result of application specifics. For instance, if a PEIR truck connects to a
middleware access point in a depot using wireless LAN, inavailable during the
time when the truck is not in connection range.

— Distributed data sources. Smart item environments are mainly employed to col-
lect and analyse product data, e.g. static product infaamathe product structure,
the operational status of the product, as well as historezirds of owners, users,
maintenance operations, etc. This data can be providedlfvoah memory of the
PEID or read from sensors that are integrated in the pro@tber examples for
data sources are rule repositories used for data analygth@sholds, which might
be stored on a middleware server. These data sources haxtaia taation in the
infrastructure and send a response of a certain size whgmthajueried.

A deployment planning method for smart item environments thatake all these
characteristics into consideration by fulfilling the follmg requirements:

1. Consider cost of demanded resources: The method shall consider the cost of
resource demands at different hosts in the infrastrucAltleough there are various
resources, the method should at least take CPU, memory,itatkinto account.
These are the resources that are particularly scarce atitfeecs the network, e.qg.
an embedded system has only a small memory, a very limited @Rtr, and
might only have low-bitrate connectivity, such as GPRSIEEE 802.15.2

2. Evaluate the effect of intermittent connections: Intermittent connections influ-
ence the availability of data in the smart item environm€atmponent deployment
plans can lead to better or worse availability. Therefoeerttethod shall evaluate
the effects of intermittent connections on the availapilit

3. Explicit modelling of distributed data sources. Resource consumption depends
on the data amounts that have to be transferred between itiq@ooents and thus
between their hosts in the infrastructure. As the traffigiodtes from the dis-
tributed data sources, the method shall provide means taigypmodel the lo-
cation and message sizes of data sources.

4 General Packet Radio Service, a packet-oriented communicationcptain GSM mobile
phone networks.
5 An IEEE standard for low-rate Wireless Personal Area Network (WP&dinectivity.
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3 Redated Work

There is currently no component deployment planning methich specifically ad-
dresses the domain of smart item environments. Hence, vieweaxisting methods
from related areas, e.g. mobile applications, grids, amapeding clusters.

Mikic-Rakic et al present (re-)deployment planning for components in theestn
of PRISM [10], a middleware for distributed and mobile apations. In this environ-
ment, hosts are resource-constrained devices connedtethteirmittent wireless links.
Component redeployment aims to improve the availabilitg efstem. Special focus is
put on the evaluation of planning algorithms, e.g. an apprative algorithm based on
ordered lists of hosts and components [8], a decentraligeditam with an auctioning
mechanism [9], greedy and clustering algorithms [11]. Tipat model allows specify-
ing memory constraints, and evaluation of bandwidth caivsts through frequency of
message exchanges between components and the averaggevsézsaThe approach
is very comprehensive, however, it does neither suppontrtheelling of data sources
nor evaluation of CPU utilisation. It also does not consiifferent costs of resources.

Another approach [4] was proposed for resource-aware deggot planning for
component in grid environments based on Artificial Intellige (Al) methods. For each
component the required CPU and bandwidth must be definedmpute a resource-
optimal deployment plan, which fulfils a deployment goaldfied by the user (such as
componentl should run on hodtl). Additional components for encryption, caching,
compression etc. may be added to the deployment plan to Huaptsource demands
to the infrastructure’s capacities. Although the presgafgproach is sophisticated, it is
not suitable for our purposes, as it does not support hezesxgus infrastructures and
modelling of data sources. Also, the effect of intermittemtnections is not considered.

Stewardet al propose automatic deployment for components of a J2EEcatioih
running on a cluster of computers [12]. This method aims td inrdeployment that
maximises the throughput of the distributed applicationdmes not evaluate resource
consumption. The method is not applicable for smart itenmirenments as it assumes
homogeneity of nodes. Deployment plans are evaluated nnérins of throughput but
not for cost or availability. Finally, modelling of data soes is not possible.

Dynamic networks with intermittent connections play a kelelin the deployment
method for hierarchical components in a heterogeneoushditéd system [13]. Un-
like other approaches, the deployment plan is not caladiiatadvance but determined
dynamically during the deployment process in a propagatiganer. In the context of
our elaborated requirements the approach is not applicabieonly seeks a satisfying
solution rather than evaluating different valid deploymplans. Furthermore, it does
not support modelling of data sources and different costesfources in the network.

An allocation algorithm for the placement of complex CORB#ponents is pre-

sented by Wuet al [14]. The method supports modelling of resource demands and

constraints as well as global weighting of the resources ongn€PU and bandwidth
according to their importance in the respective situat@ommponents are placed in or-
der of their allocation priority, which is derived from theeighted ratio of resource
demand and sum of available resource across all contaldeveever, the method nei-
ther considers intermittent connections, nor supportsetiiod of data sources. It does
not allow for assigning different costs for these resoumesach host. Finally, the



modelling used in this approach is very complex, which israppate for CORBA
components but less applicable for the simple data praugssimponents in our case.

In summary, existing component deployment methods do ndetrdistributed data
sources and are all based on a single evaluation criterigsolRce constraints are con-
sidered in some approaches but no cost-based evaluati@smince demands is per-
formed, i.e. the resources are valued the same on all hostn be assumed that the
degree of heterogeneity in scenarios addressed by existgtgods was low, which
made cost-based evaluation unnecessary.

4 Proposed Solution

We propose a solution to the component placement problenadhiiesses the require-
ments stated above. Its overall approach is to create ahddegpioyment plan can-
didates by evaluating their cost of resource demands arndatveslability (Figure 1).
Expected resource demands are determined, and added ast@mmito the composi-
tion model. On the basis of a given deployment plan, theseaddmare mapped to the
infrastructure model to relate the demands with the regmecbst and capacities. If no
resource constraints are violated, the availability ofdhstem and the cost of utilised
resources is calculated and compared to the best plans fmufaa. When all deploy-
ment plan candidates have been evaluated or the maximumenahplans to evaluate
have been reached, the best ranking deployment plans aenped to the user.
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Fig. 1. Solution overview

Details of our solution are presented in the next two sestasfollows:

Core Model The basis of our solution is the core model of the componedguhent
problem, which consists of the following elements:

— Composition Model (CM), which specifies the composition of components, their
dependencies, and resource demands. It contains the alansi data sources.
— Infrastructure Model (IM) describing the structure of the network, the resource
capacities of each host and network link, and cost per unthfese resources.



— Mapping function describing the assignment of components to hosts for mgppin
resource demands in the CM to resource capacities and odbts iM.

— Congtraints to validate deployment plans.

— Evaluation functions to calculate quality measures (availability and cost of de-
manded resources) of valid deployment plans.

Determining Model Parameters for Smart Item Environments The model requires a
number of parameters, which have to be supplied when the In®dpplied for com-
ponent deployment in smart item environments. We go beysetithating these param-
eters by proposing methods to determine availability a$ assthe demands for bitrate
and CPU based on a load model. As these methods for detegianameters are de-
coupled from the CPP model, they can easily replaced by oties when appropriate.
Activities related to determining parameters are highghwith italics in Figure 1.

5 CoreMode of the CPP

Composition Model The composition model is represented as a connected, etirect
composition graph7, consisting of a set of nodé€sand set of dependencies (edges)
D C C x C. The seC consists of a set of nod€s; that can be relocated and a €gtof
nodes which are fixed to a specific host. The number of relbEatanmponents’ and
dependencie® is the cardinality of the respective sét.= |Cr| andD = |D|.

— Data Sources and Data Sink It is characteristic for each component that it receives
an input and produces an output of data. Therefore, eachauwenp depends on
one or more other components. Besides components theng@other node types
in the composition graph: First, there can be one or more staaces that only
provide output of data. Second, there must be exactly orsesialt, which only re-
ceives data input. Data sink and data sources representiatglin the composition
graph and belong to the s@t as they are fixed to a specific host.

— Resource Demands For all components € C aresource demarf, (c), wherez =
{mem, cpu} depends on memory and CPU power. Similarly, for all depeciésn
d € D in the composition graph we assign the required bitidge(d) for the
communication between the respective two components.

Infrastructure Model The infrastructure onto which components are to be deployed
is modelled using a connected, undirected infrastructtaphy/. It consists of a set of
hostsH and a set of network link§ C H x H.

— Resource Capacities For each host € H the available capacity. (k) of memory
and CPU are stored,= {mem, cpu}. The same applies to network links, each of
which holds a value,.(1) describing its available bitrate of each lihk L.

— Cost of Resource Units As mentioned before, we use a cost-based evaluation of
resource demands to address the heterogeneity of hostsemark links in the
infrastructure. Thus, we assign the coBts(h), W, (1) for a unit of memory and
CPU power consumption, and for a required unit of bandwidibpectively.



— Network Availability Each network linkl in the infrastructure is assigned a value
0 < a(l) < 1 describing the availability of that link. This measure igiontant for
evaluating the system'’s availability of a given deploymganh later on.

Assignment of Componentsto Hosts For deployment planning, every componept
is assigned to a host. Such an assignment is called@nponent placement:

Cj — U(Cj) = hz

A deployment plan v : C — H is a set of component placements, such that each
component of’ is assigned exactly to one hostdf On the opposite, every host can
have assigned..C relocatable components. Thet of all deployment plansis denoted

by V and has the cardinality = |V| = H®.

Constraints

Satic Assignments The subset of node§'r in the composition graph are statically
assigned to hosts, i.e. these assignments are the samedephldiyment planstatic
assignments are primarily used for data sources and the data sink as teyat be
relocated. Additionally, user-defined static assignmeméspossible, if a component
has to be placed on a specific host.

Resource Constraints Besides static assignments, we have the requirement that th
demand for resources does not exceed the capacity of infcaste elements. For the
hosts this requirement implies that the resource demarsimuteexceed the capacity

Y Reley) < Sa(hi).

Jw(ej)=hi

Likewise it is necessary to formulate the constraint for tf@ximum bitrate de-
mand on network links. This is more complicated as the conication between any
pair of components can affect multiple network links in th&astructure, if the two
components are deployed to hosts which are not directlyexted with each other. To
formulate this constraint, we consider the communicatiath 7 between two compo-
nentsc; andc; within the infrastructure at a given deployment ptarThis path is a set
of network links connecting the host$c;) andv(c;) on which the components reside.

Now the constraint for the maximum bitrate demand on netwnkki, requires that
the sum of all communication between neighbouring comptndat use this network
link to be less than the capacity of this link:

> Qu(P(cire;)) - Rur(d(ci, ;) < Spr(l) -
<i,5>
Here, we introduced the projection:

1 ,iflink [ belongs to the patf®,
0 ,else.

Qu(P(eiscy)) = {



Evaluation functions If a valid deployment plan was found, both its cost of reseurc
demands and its availability is evaluated. Although botlasuees can be used indepen-
dently for evaluating deployment plans, it may be assumathiigh availability implies
high cost of resource demands.

Cost of demanded resources The cost of resource demands for a given deployment plan
v is the total cost of resource demands, cumulated over &t laosl network links.

H

K(v) =3 > Res: () - W=() + 3 Resie(j) - Wor() (1)

i=1 =z

Here, L is the number of network linkg{ is the number of hosts in the infrastructure
andRes, (i) is the total demand for resoureeon hosti. Similarly, Res;, (j) denotes
the total bitrate demand on network likk

Availability For the evaluation of a deployment plan’s availability, évailabilitiesa({)

of all individual network links have to be aggregated. Aahilities can be considered as
probabilities of success for communication between pdicomponents over network
links [. The availability of the deployment plan is determined by pnoduct

A@w) =[] a. 2)

We note, that the determination of the link availability) is not trivial. We explain the
method we have used in section 6.2.

6 Determining Model Parametersfor Smart Item Environments

To use the presented core model for deployment planningsitdibe instantiated with
actual values for the input parameters. In this section, xpéa@ methods on how re-
source demands and the availability can be determined.esgetimethods are decoupled
from the core model, it allows for any other way to determimeinput parameters.

6.1 Determining Resource Demands

Some resource demands depend on other inputs and have técbkatea before a
deployment plan can be evaluated. In principle, we followagproach proposed by
Stewardet al [12]. It estimates resource demand for components basedesolirce

profiles”, which are created "off-line” by measurements emndifferent workloads.

Load Model To calculate component-level resource demands, excepbmyetine load
placed on the composition has to be known. Load refers to timeber of requests
a user issues over a period of time. Generally, the requeststime are BISSON
distributed. As our method only considers static deployinpdamning, the mean value



of this distribution @-parameter) is sufficient to characterise the load. Thiarpater
is namediph (invocations per hour) and does logically belong to the datk

Besides the number of invocations, also the message sibesttansferred have to
be defined in the load model. As the data originates from the stzurces, the message
sizes are logically assigned to them. Therefore, for eatha slaurce the size of the
message returned when it is queried has to be specified inddetodel.

Bitrate Bitrate demandR;,.(d) for the communication between components depends
on the message sizes to process and the load. By multiplyagize of the message to
process with the invocation per hoigh, we get the incoming bitrate. At each invoca-
tion, the incoming data is processed into outgoing datarelhethe size of outgoing
data can be different. One approach to model this for simpietfonal blocks in build-

ing automation is used by &tnigset al. They use an amplification factogdin) to
describe the relation of inputs to outputs in processingodeVf15]. We extend this by
using a linear functiom,. to describe the input/output-relation for each component

IORel : 0.(ic) = ec e+ fe.

Here,o. is the output of componerm{ which depends on the input, the amplifi-
cation factore. and the biasf.. In our model, the input. is the sum of all incoming
bitrates for a component. Note thatand f. are constant during the calculation.

CPU Power The CPU demand.,,, (c) is calculated with a method proposed by Stew-
ardet al. [12], who used it to plan component distribution in a servdaster for max-
imum throughput. They describe the CPU demand as lineatitmavhereby load is
the independent variable. The coefficieptand the constanf. were gained by linear
regression on a series of CPU utilisation measurementg iifterent loads.

chu : pc(ic) =0Qclc+ Ge

We adopt this method and use the amount of data to be procbgstbé respective
component as loadl. For each component, such a linear function has to be detedni
with different data amounts rather than with requests pearsg: A major difference be-
tween our work and the work by Stewagthal is the heterogeneity in the infrastructure.
While a server cluster consists of identical machines, the @&wer in a smart item
environment is diverse. Therefore, we propose to comp@&eCU demand function
on a reference system, and adjust CPU capacities on eactolefiect its CPU power
in relation to the reference system. For example, if an emibedystem has only 5% of
the CPU power of the reference system, its CPU capacity i® $etWe recognise that
this method allows only for a rough estimation of CPU demahidsvever, in our view
it is a good balance between model complexity and accuraayuiopurpose.

6.2 Determining Availability

For the evaluation of the system'’s availability (Equatighif section 5) the availability
of all network links in the infrastructure is needed. To cterise intermittent network
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Fig. 2. Parameters to describe an intermittent connection

links, we introduce two parameters: (a) Mean connectiomtitum d-, and (b) Mean
pause duratiop (see Figure 2). We present three different methods for tzlog
the availability of a network link, which is understood asipability of success for:

1. Network link availability
2. Immediate successful execution of a request
3. Successful execution of a request within a given time ram

For simplicity we will denote availability ag(l) for these probabilities and the specific
context clarifies the meaning in each case.

(1) The probability of network link availability is the ratio tveeen connection du-
rationd¢ and the duration between two connection establishmépts{(dp)

dc
= — 3
dc +dp ®)

(2) The probability of immediate successful execution of a esgjuonsiders the
time required to transfer the requested data amount. Bastittalata amount.sg and
the capacity of the network link,,., the required transfer timér can be determined
by dr(l) = S’Zf’(i). The transfer of the requested data amount is successhdithfthe
connection is available and the transfer was started b#iereonnection is terminated.

de  do—dp  de—dp @
a = . =
de +dp dc dc +dp

This only is meaningful if thel; < d¢, otherwise the request will not be successful
and the availability of the whole system is sebto
(3) For the probability of successful execution of a requeshiwita given time
frame, a maximum timé,,,,.. has to be specified. The calculation is based on probabil-
ity of the n-fold repetition of the complementary event ("transmissimsuccessful”):
dc —dr

=1-(1-——=)",wh =
a ( dc+dp) , wherebyn

a

dmam |

[N > 1.
do+dp ®)

Multiple Uses of Links All equations defined in this section determine the avditstbi
of a network link for a single transmission. As every deperngen the composition
graph represents a service invocation (request) and itst i@esponse), the network
link is used twice for each dependency mapped to it. More®eeral dependencies
can be assigned to a network link. If a link is used multiphees, its availability is the
product of all availabilities for each individual use. Faick use, the required transmis-
sion timed7 might be different. Therefore, we consider the transmissiime dr; for
transmission to determine availability using Equation (4) for multiplsas by

aH<dC_dTi> )

de +dp

i
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Similarly, the availability can be calculated with Equati®) and Equation (5). In each
case, it can be seen that the availability decreases whewthker of network link uses
increases.

7 Analysisof the Solution Space

We validate our proposed method by analysing the resultsprhetical application,

which deals with maintenance planning for trucks and wagtadisand extended from
an earlier publication [5]. It consists of 11 componentsichtare to be deployed onto
an infrastructure with 3 hosts. We show the solution spacalfealid deployment plans
and identify the location of the best deployment plans ifitithermore, the influence
of the number of network uses on both cost and availabilignilysed.

7.1 Analysisof Competition

The complete solution space for the base scenario is ddgittigure 3.1. It shows
the cost and availability of all valid component deploymglains. The best deployment
plans (low cost and high availability) are located in theerdpft corner of the diagram.
Data points representing the best deployment plans ardidfiggd with circles and
bounded by a rectangle, which marks the area between thextveareal points of low-
est cost and highest availability. All deployment plansathare not highlighted can be
discarded as they are definitely worse than the highlightexs oThere are 35 deploy-
ment plans which were identified as "best”. For clarity, weneathese "deployment
plan candidates”.
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Fig. 3.1 Complete solution space Fig. 3.2 Distribution of network link uses

7.2 Number of Network Link Uses

We have analysed the effect of the number of network link asghe quality of deploy-
ment plans. As briefly discussed in section 6.2, the avditialdiepends on how many
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times a network link is used. Furthermore, the cost is allaénced by this measure
as the cost for transmission depends on how much bitraterttefnam dependencies
is mapped to network links. Therefore, it can be assumecdtieatumber of network
link uses is an important factor for the quality of a deployinglan.

To verify this hypothesis with our example, the number ofwwek link uses is
represented by the colour of data points in Figure 3.1, whedarker points represent
deployment plans with fewer link uses. As it can be seenettsea tendency that good
deployment plans utilise network links fewer times. Tolfiertinvestigate this, we have
analysed the position of the best deployment plans in thalaision of link uses.

As Figure 3.2 shows, the deployment plan candidates utitkberork links 10 times
or less in this example. This is an important finding, whiclpheo design a heuristic
search for good deployment plans in the solution space wfitbmmplete evaluation of
all possible combinations.

8 A Heuristic Algorithm for Finding Deployment Plans

From our findings, we have derived a heuristic algorithm fhmats good deployment
plans without scanning the whole solution space.

Heuristic Generation of Deployment Plans As depicted in Figure 1, our method creates
a number of deployment plans for evaluation and stores thefbend ones. Using the
heuristic that a low number of network uses are a charatited§ good deployment
plans, our algorithm places neighbouring components onlyhe same hosts or on
neighbouring hosts. Therefore each dependency of the cgitiggomodel is mapped
only to either0 or 1 network links. The recursive algorithm is initialially ioked with
the data sink as argument (see Algorithm 1).

Algorithm 1 placeDependentComygart)
: find hosth on whichstart is placed
. find all hostsH,,, which are direct neighbours af
: find all componenté,,, on whichstart depends
for al k; in K, do

randomly select host; from (H,, U h)

placek; onh;

placeDependentComp(k;)
end for

N R®ONE

Evaluation To evaluate the quality of the heuristic, we have compared &nother
method, which creates deployment plans based on randomnpéatts of components
to hosts. Both the heuristic and random assignments wectktasvaluate various per-
centages of all combinatoric possible deployment plans. gumlity criterion used is
the mean euclidean distance of found deployment plan cateido the nearest plan
found by an exact algorithm, i.e. the optimum.
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Fig. 4. Evaluation of Heuristic Accuracy

The results in Figure 4 show that the deployment plan catediound by the
heuristic algorithm are closer to the optimum than almdsealdom component place-
ments. Furthermore, it shows that good results can achigitbdut evaluating a large
number of deployment plans. However, it can also be seenthieabptimum is not
reached. The reason for this is that the highest availgldiachieved in this scenario
by placing all components on the embedded system. This ntieatthere is more than
one network link between the data source and the first depérdenponent. This is
prevented by the heuristic algorithm which only allows a imaxm distance of one host
between any pair of neighbouring components.

9 Conclusion and Outlook

We have presented a deployment planning method for competiert addresses specif-
ically distributed components in smart item environmemtsese networks are charac-
terised by a high degree of heterogeneity in terms of availaardware resources. The
main contribution of this paper is a concept for evaluatiegldyment plans both in
terms of availability and cost of demanded resource. We Ishesvn that these two
criteria compete with each other among the deployment @adidates in the solution
space. Furthermore, we have presented a comprehensivé fiorociemponent deploy-
ment, which might serve as basis for other research quesiiothe domain of smart
item environments. Additionally, we have identified the hoemof network link uses
as a key driver for the quality of a deployment plan and deri@eheuristic from this
finding. As the evaluation showed, the application of thiarfgtic helps to find very
good deployment plans after testing only a small fractioalgpossible plans.
In the future, our work will focus on improved heuristic atdoms for creating

deployment plans which are likely of high quality. For tredditional characteristics of
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good deployment plans, such as the average distance of cemisao the data sinks,
are investigated and integrated into the algorithms.
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