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Abstract. The event-condition-action (ECA) paradigm holds enormpaoten-
tial in pervasive computing environments. However, thebpgm of reliable de-
livery of event data, generated by low capability sensoiaes; to more capable
processing points and vice versa, needs to be addressée frd¢cess of the ECA
paradigm in this environment. The problem becomes inteig$tecause strong
cryptographic techniques for achieving integrity imposeeceptable overhead
in many pervasive computing environments. We address thisigm by sending
the data over the path from the sensor node to the processingtpat provides
the best opportunity of reliable delivery among competiathp. This allows us-
ing much weaker cryptographic techniques for achievingissc The problem
is modeled as a problem of determining the most reliable patmilar to routing
problems in networks. We propose a trust-based metric fasunéng reliability
of paths. The higher the trust value of a path the more radigttis considered.
We propose techniques for estimating the trust levels dfgpahd propose a new
algorithm for identifying the desired path.

1 Introduction

Pervasive computing technology has the potential to impacterous applications that
benefit society. Examples of such applications are emeygesponse, automated mon-
itoring of health data for assisted living, environmentiskdter mitigation and supply
chain management. Pervasive computing uses numerousllgastcessible, often in-
visible, computing and sensor devices. These devicesegadntly mobile and/or em-
bedded in an environment that is mobile. Most of the time @ireyinter-connected with
each other, with wireless or wired technology. Being emigedih the environment
and interconnected allow pervasive computing devices ptogdknowledge about the
operating environment in a net-centric manner. This ersapévasive computing ap-
plications to provide a rich new set of services and functiities that are not otherwise
possible through conventional means. Pervasive compagiptications frequently rely
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Fig. 1. Pervasive computing environment involving remote evetect®on and action triggering

on event-triggered obligation policies to operate in a dgiteenvironment. An obliga-
tion policy is associated with events, conditions, sulsjembjects and actions. When the
event of interest occurs and the associated conditionsi@eato true, the subjects per-
form the specified actions on the objects. Events are tylgicintified and captured by
embedded sensing devices and actions are actuated byrsimiteedded devices. Pro-
cessing of captured event data for evaluation of conditmason the other hand, mostly
performed at remote processing nodes or base stationsisliegause the sensing and
actuating devices embedded in the environment are frelyueintery low performance
capabilities including low computing, low storage and loawer. Thus a major chal-
lenge in a pervasive computing environment is to provideth fta propagating sensor
data to processing nodes and action data to actuating nBééability of the paths
is important. The data should be delivered with the minimwssible error and in as
timely a manner as possible.

The reliable transmission path requirement imposes saamfichallenges in perva-
sive computing environments. A pervasive computing apgilim can seldom assume a
reliable network infrastructure for communication. In aeentional setting, a node that
generates a message forwards it to a neighboring relialdle.rniche receiving node in
turn forwards the message to another fixed node that is knqwioa. This procedure
is followed till the message reaches the destination. Emede in this process knows
at least one other reliable node in the path towards therdg&th to which the message
can be handed over. Frequently a node will know about more dn& other node and



thus have a choice of a better node. The nodes are statids thaly do not change their
location and consequently the links between the nodes aldestThis and the proper
use of strong cryptographic techniques, easily facilitatiable delivery of messages in
conventional settings. In a pervasive computing enviramsy®n the other hand, mobil-
ity of nodes (sensing, processing or actuating) is frequeonsidered an asset. Figure
1 depicts the scope of the problem. Nodes are not locatipstble; instead they con-
tinuously change their coordinates. Thus, a node that reeetsssage delivered cannot
rely on another fixed node to forward the message but has te s of one or more
nodes that happen to be within reachable distance at thadydar moment. In addition,
since a majority of these nodes are low capability deviaeth@ sense of low computa-
tional capabilities, low storage and low power provisigunse of strong cryptographic
techniques needs to be ruled out. Moreover, in hostile enwients these nodes get
easily compromised. Under such circumstances it will eroursty benefit a pervasive
computing application if the path that provides most opmaitty of reliable delivery of
messages is presented to it. Determining an appropriakevigtin a network is the
problem of routing. In this paper we revisit this problem hetcontext of pervasive
computing environments.

The problem of routing in mobile ad hoc networks have beenmesded before [1—
11]. Among these [1, 6, 7, 10] study cryptographic technigioe securing the routing
protocol. Some use public key cryptography to encrypt thekterend transmission of
routing messages. Others use digital signature technigueasthenticate routing mes-
sages at the peer-to-peer level connection. However, thrgptographic techniques in-
cur high computation and storage overhead which limit the& in sensor devices. Use
of secret key techniques instead of public keys alleviategtoblem to some extent al-
though at the expense of added complexity. Moreover, kesildision and management
is a big problem in secret key based systems. It is difficudtstimblish a key distribution
or certification authority in mobile ad hoc environmentsskring the availability of a
key distribution center or a certifying authority is almasipossible given the unstable
nature of the network.

The Hermes protocol developed by Zouridaki et al. [11] psgsousing trustworthi-
ness of its neighbors for routing. The trust values are cdetpunder the assumption
that they follow the beta probability distribution. The pareters of the beta distribution
come from the empirical observation of the forwarding bébaw hus, nodes that main-
tain a good and steady forwarding history have more trustamfidence on them. The
route is established for the most trusted path. Howevemtajer problem of this work
is its complete reliance on forwarding history for measgrirust. A malicious node
can easily fake this history thus presenting itself as aedisode. Other similar works
include [12-14]. Among these [13] proposes a signal stgHilased adaptive routing
(SSR) where the routes are selected based on signal stramgghwork looks promis-
ing; however it does not discuss how to measure this sigregth quantitatively. In
[12] the authors propose an on demand secure routing priotduere the metric is
based on past history. Yi et al. [14] present a security-avear hoc routing protocol
(SAR) in which a route is selected on the basis of degree oSy guarantee’ that
the route provides. If two routes have same guarantee theeghtrter path is chosen.
The security metric can be specified by standard securityepts like timeliness, or-



dering, authenticity etc. However, the paper does not dsbow we can measure these
properties quantitatively.

We propose a trust-based routing protocol for pervasivepding environments.
Our protocol determines the most reliable path under ctigreleterminable properties
of the system to forward a packet from source to destina#ionode in the pervasive
computing environment is any entity that is able to forwaghaket. It can be a sensor
node, a mobile device like a PDA or a cellular phone, a powedmputing device or
even an actuator like a switch. Reliability of a node is meadin terms of arust value
for the node. Each node determines its neighbor’s trustcbasghysical properties of
the neighbor that can be directly observed, the neighborinlg’s behavior history (i.e.,
results of past interactions) and recommendation (or gatibout the neighbor from
other neighbors. The resulting trust value is used to géadha ‘cost of forwarding’,
or simplycost. The cost metric is inversely related to the trust metriaf ik, higher the
trust (reliability) on the node, lower is the cost. This cissassociated with links in the
network. We next modify the widely used distance vectorir@uprotocol using these
costs between the links to find the path with minimum averagg. @he chosen path
then becomes the most ‘reliable’ path.

The rest of the paper is organized as follows. Section 2 givesverview of our
protocol including a discussion on cost function in subsec2.1. We introduce our
trust metric in section 3 where the components and the mettoodompute them have
been discussed in subsections 3.1, 3.2, and 3.3 followelédgdmputation of the fi-
nal trust value in subsection 3.4. Subsequent section £pigsur trust-based routing
protocol. In section 5 we analyze our protocol. We preseatstcurity analysis of the
protocol in subsection 5.1. In subsection 5.2 we discussdeplexity of our proto-
col. We start with computation complexity followed by comnization complexity and
storage complexity respectively. Finally, we conclude digcussion in section 6 with
a summary for future work.

2 Overview of trust-based routing protocol

We assume that the pervasive computing environment supgdhe application has

a very dynamic topology. Nodes join or depart the environta¢mandom. Each node

in the network maintains a tabRT consisting of tuples of the forqDest, Win#, NH,
CoStavg, S Cost?, #Hops). In this table the node stores on a per-destinatidest) basis,

the identity of the next neighboNH), to which the message needs to be forwarded.
Together with the next neighbor information, the node ateces the minimum average
cost Costayg) and the number of hops tbps) to reach the particular destination. This
information is generated periodically. Thus each tupla®adime stamp in the form of

a current time windowMW/in#). The routing algorithm that we propose is used to update
the next neighbor entry in theT table for a particular destination.

A source node initiates the routing protocol if it has a pat&de sent to a destina-
tion for which it does not have any next hdgHl) entry. The source node can also ex-
ecute the routing protocol when the path to the destinataanexpired (when the value
undeWin# is less than the current window number). The source serds rmute dis-
covery request. We assume that each node that participeties pervasive computing



environment has ust relationship with its neighbor (that is a node at 1 hop distance).
A trust-aware node periodically sendbeacon message to its neighbors. The beacon
message is something like an “I am alive” message and canfi@snation necessary
to prove the node’s existence. Once in a while a node can alsb@ut a beacon mes-
sage on demand. In our protocol, a node may requesta@mmendation score from a
second node about a neighbor of the second node. In suchtbasesommendation
score is carried on a beacon message. Beacon messagesateastan nature. They
carry rudimentary checksums to provide weak protectioriresgantegrity violations.
The recommendation score is used as one of the parametemfigutingtrustworthi-
ness of a neighbor. Trust relationships are periodically reffieé locally. At some point
after system initiation we assume that every node in theesystill have a trust rela-
tionship with each of its neighboring nodes. We do not asstivattrust relationships
are symmetric or transitive.

We adapt the trust model proposed in [15]. We express theé rteletionships be-
tween nodes ad, — Ne whereN; is thetruster node and\ is thetrustee node. We
represent this trust relationship as a tufNePn., N Rne, N INe)- The valuey, Py, rep-
resents an evaluation of thaysical properties of Ne by N;. The valuey, Ry, denotes
an evaluation of theecommendation scores of Ne from other nodes ang In, evaluates
the interactions that N, had with Ne. The exact interpretation of these terms are de-
ferred for the time being till the next section (section 3k ¥Wésociate a numeric value
V(N — Ne) (from [—1,1]) with the above tuple which we refer to as the trust value
for nodeN; on nodeNe along the edgéN;, Ne). We next convert this trust value to
a cost on the linKN;, Ne). The higher the trust value the lesser is the cost to transfer
messages on the link. The path having the least averageroastlie source node to
the destination node is considered the most reliable amoagvailable paths and is
chosen by the source node to forward the data.

Figure 2(a) describes pictorially the main idea of our peoloWe assume that if a
nodeN; has a distrust value (that is value less than 0) on anotherMgithe cost on that
link is infinite and that next hop is discarded. When a nodeives a route discovery
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Fig. 2. Trust relation between nodes and the corresponding costeolimik

request from a source, it checks its routing taBIEe. If a route to the destination is
present irRT which has not expired, it sends theH#ps and cost related information
to the source. The source then evaluates the cost of the ditvkelen the neighbor and



itself and using the ops it computes the average cost of forwarding the packet to the
destination. The source may get multiple such respons#geritchooses the next hop
for which the average cost over the path is minimum. If theentbdht receives a route
discovery request from the source, does not itself have éiehop information in its

RT for that destination, it initiates a route discovery pracas a source source. This
process can go on till the node which is 1 hop behind the de&timinitiates a route
discovery request.

2.1 Cost function

Each node tries to find the path to a given destination whishtih@ minimum average
forwarding cost. Theost of forwarding a packet from the nod to Ne is a function of
v(Ny — Ng). These two are related as follows: higher the trust, lessie cost and the
cost increases as the distrust increases (i.e., the trugtates). Rationale is, the cost
(in terms of integrity violation and other malicious acties) of forwarding a packet
through a more trustworthy node is less than that througkssitieistworthy node. The
cost is minimum (not zero though) whéh has absolute trust/(N, — Ng) = 1) on
Ne. This minimum costMingg) is a small positive cost incurred due to forwarding
overhead. It is uniform over the whole pervasive computimg@nment and set at the
bootstrapping of the system. We assume that the decay invithsincreased trustwor-
thiness is logarithmic with the following conditions:adfN, — Ng) = 1, cost= Mingeg
and atv(N; — Ng) = —1, cost = . The function is defined as,

1+V(Nr — Ne)

COSt(Nr, Ne) = Mincog - |I"I( 2 )

1)

The maximum allowable cost foy; is incurred wherv(N, — Ne) = 0. This cor-
responds to the situation whéM is neutral about trustworthiness dfle. This cost,
denoted byMaxAllowedeog (N, Ne) s 1S MiNcost — In(%), that is,MaxAllowedog (N, Ne) =
Mingog + 0.69.

Computing this cost value has some overhead but is onlyrlimethe number of
nodes in the pervasive computing environment. The cosevalsgtored in the mobile
device for a predetermined time or until a new beacon medsagjarrived. The absence
of a beacon message from a particular node in a particuladawrof time represents a
broken link during that time period. It can happen for vageeasons including that the
node is compromised. The node in such a case may eitherdigeabroken link from
the list of current neighbors or mark it as unused. Routirfgrmation is advertised
by broadcasting the route setup packets periodically oremahd depending on the
protocol used. These packets indicate which mobile nodes@ressible from which
others and the average cost associated with the path towaeitination. When a node
receives a data packet, it chooses the path which has thetl@verage forwarding
cost and forwards the packet to the neighbor on this path twteer forwarded to-
wards the destination. During this process, a node alswuated the packet forwarding
performance of the neighbor node. By measuring this the esdentially evaluates an
interaction score for the neighbor. The details of this pescand other routing processes
is explained in section 4 and section 5.2.



3 Trust metric

As mentioned earlier in section 2 the trustMf on Ng in contextc depends on three
factors —Ng's properties, recommendation aboutN. (alternatively,Ng’s rating) from
another nod@\,, andN;’s interaction with Ne. We assume that each of these three fac-
tors is expressed in terms of a numeric value in the rgrdel]. A negative value for
the component is used to indicate tihest-negative type for the component, whereas
a positive value for the component is used to indicatetthg-positive type of the
component. A 0 (zero) value for the component indicatest-neutral. The final trust
value, denoted by(N;. — Ng), is calculated as an average of these component val-
ues. Eventuallw(N, — Ne) falls in the rangg—1,1]. A trustee node is completely
trusted (or distrusted) if the value of the trust relatiapsh 1 (-1). If the value is in the
range(0, 1) the node isemi-trustworthy; if the value is in the rangé-1,0) the node is
semi-untrustworthy. The 0 value represents trust neutrality, that is the teustequally
trustworthy as untrustworthy.

3.1 Computingproperties

In our approach trust is used as a reliability metric of a hbi node for proper han-
dling and forwarding the packet to the destination. A nbié a neighbor of nod#;

if Nj is within the range of a beacon message fldmA node becomes more reliable
when it has relatively more resources (in terms of signarith, signal stability, less
propensity to corrupt data etc.). Higher values of thesgbates show that it is more
capable of handling and forwarding a packet in a reliablemearThis motivates us to
measure the node properties quantitatively and includentlieasure as a factor to eval-
uate trustworthiness of a node. We focus on two propertiesmafde — signal strength,
and stability factor. A node maintains a property taft€,= (Node_id, SSayg, SF) for
each neighbor node where the properties of the neighbompisaddeng with the corre-
sponding id. The table is updated after each time-windav

Measuring signal strength In each time-windowvin, a node periodically sends a link
layer beacon message to its neighbors. When the neighbemeodives such a beacon
message, the extended device driver interface of the riegaiode measures the signal
strength at which the beacon was received. In our approadahse¢hereceive signal
strength indicator (RSSI) unit to measure the signal strength. RSSI is the IHEE1A
standard for measuring radio frequency (RF) energy seniéyircuitry on a wireless
network interface card (W-NIC). Itis a numeric integer valuith an allowable range of
0 to 255. However, for the sake of our model we give a transétion to this recorded
signal strength value by dividing it by 255. This scales theeived signal strength
value within the rangg¢0,1]. We require this transformation as the final value of the
component ‘properties’ lies withip-1, 1]. At the end of each time-window, we take the
average of these values. This transformed average sigealgsh value is then stored
under the columisS,g in the tablePT corresponding to the neighbor. All these signal
strength values within the time-windowin is kept in a separate temporary property
table, P04 — (SS, SB) whereSB is thestability bit explained next.



Measuring stability factor The stability factor indicates the stability of a node. High
the stability more reliable is the node to forward a packet.d&rive the stability factor
using signal strength. The reason is as follows: if a nodedationally unstable, it will
have a varying signal strength. Alternatively, if the aggaignal strength of a node
is fairly constant over few time-windows, the link with thede can be considered as
stable. Therefore, after storing the strength of receivguis, saySSurrent, in P'I't'r}‘]%d"“id,

it is compared with the value present$8uyg of PT. If SSurrent < SSavg then theSB is
set to 0, otherwise the default value 1 is kept. At the endroétivindow, the stability

factor SF is calculated as,

_ number of bits set to 1 under SB
" Total number of bits under SB

At the beginning of each time window the temporary propeatylePTN'e9 is set to
its default values. The default value #86is 0 and forSB is 1.

Measuring properties Thepropertiescomponent of the nods, is then computed as
N Prne = 00 SSyg+ (1 — )  SF 2

wherea € (0,1) is a fraction used as the relative importance weight to tigeadi
strength property.

3.2 Computingrecommendation

Each trust-aware node agrees to provide a ‘recommendatimmnit its neighbors upon
receiving arecommendation request from a source node. L&, requestNy for a recom-
mendation about a nodé. The source nodl; sends this recommendation request by
sending a special message RREQ containing the nodel of the target node (in this
caseNg). The nodeN; can choose this recommender usintpraeshold_trust value Tip, .
That s, ifv(Nr — Nk) > Tinr then onlyN; sends a REGREQ message . If Ni has
a trust relationship witiNe, thenN replies by sending a message RRESPONSE
containing the paitnode.id,V) whereV = v(Nx — Ne). The nodeN, then scales this
recommendation with the trust value that it hasMn Averaging all such recommen-
dation received gives the ‘recommendation’ (or, ratingNef Formally, if N, receives
m recommendations abolt, then

3

N RNe = % {V(Ny — Ng) x V(Nk — Ne) } 3)
1

=
Il

The trusteN; maintains a list, calledecommendation list, RL = (node.id, list) for
each trustee where structure of each item in the list is (ndgecommendationalue).

3.3 Computinginteraction

Interaction is modeled as cumulative effect of events entayed by a truster nodg
regardingNe. We classify interaction in two categoriepacket forwarding interaction



—when the truster considers the behavior of the trustee aslepforwarder, andating
interaction — when the truster considers the behavior of the trustee asammender.
Every event in each of these categories has binary outcoither ¢he trustelN, has
trust-positive event or a trust-negative event dependihgther the event contributes
toward a trust-positive interaction or a trust-negatiteiaction.

Evaluating packet forwarding interaction To evaluate packet forwarding interac-
tion, the trusterm\; checks the outcome of each packet forwardedNgowithin the
specific time windowwin. Each packet forwarded correctly towards the destinason i
considered as a trust-positive event. Each dropped padle gse to a trust-negative
event. The nod&\, measures the number of forwarded packetNayas follows: N;
forwards packets tte and with every such packé& sends an ECHO message with
a time-to-live (TTL) = 2. Each reply received bi{; denotes correct forwarding of
the packet byNe to the next membeNk in the path.N; keeps this information in
a tablelT = (Node.id, PFC,, PFCy, RCy, RC,) wherePFC,, denotes the counter for
trust-positive packet forwarding interaction within thendow andPFC,, counts the
trust-negative packet forwarding interactioRE, andRC, are rating counters used for
counting the results of rating interactions. All these fadhés default value 0. Whenever
a packet is dropped the count&C, is increased by 1 and for each received reply the
counterPFC, is increased. Formallyacket forwarding interaction, denoted by s of

N; aboutNe within the windowwin is defined as the ratigigzl%g"n.

Evaluating rating interaction Therating interaction is evaluated in a similar man-
ner. We assume that each node agrees to provide a ‘trust reendation’ about its
neighbors upon receiving @commendation request from a source node. We also as-
sume that for each neighbor, the truster keeps a list of miglef the nodes who have
provided recommendation for that neighbor. Whenever thstér has a ‘packet for-
warding interaction’ with the neighbor node and the restithat interaction matches
with the recommendation, that is the truster has positieg#tive) experience and the
recommendation is also positive (negative), it increasefRE, in IT of all such rec-
ommenders by 1. If there is a mismatch between the outcomthandcommendation,
the truster increases tHeC,, counter by 1 for those recommenders. For example, let
the trusted\e has provided “positive” recommendations for the noblgd\;, Ny to the
trusterN;. Therefore, in the recommender IRL, Ne appears in the list against each of
these nodes. Lt have trust-positive packet forwarding interaction with N; and
trust-negative packet forwarding interactip Then in the interaction tabld, for the
nodeNe, the counteRC,, is increased twice andCy, once. At the end of time window

win therating interaction, denoted by, of N, aboutNe is defined as the ratiggg;—%z.

Evaluating interaction Theinteraction component of the nod¥, is evaluated as

NeINe = Bt lpr + (1—B) 1y (4)

wherep € (0,1) is a fraction used as the relative importance weight to treketsfor-
warding interaction.



3.4 Computation of final trust value

After computing values of the components we evaluate thst tralue for the trustele
as the average of the components. Formally,
N PRe N RNe N INe

V(N — Ne) = 3 )

These information are keptin a trust tabld; = (nodeid, properties, recommendation,
interaction, trustvalue, cost After each windowwin this table is updated with new
values which are kept and used in the next time window. Aleotiables are set to
their corresponding default values. Next section dessribe modified distance vector
routing algorithm which finds the path with minimum averagstcfor forwarding a
packet to the destination.

4 Data path discovery

To select the most trustworthy path, each node evaluatesiamamically updates the

trust components between itself and current neighborseh talculates the trust value
of the neighbors by the process described in section 3. Nadses are used to calculate
the forwarding cost between two neighbors, using the egndtin section 2.1. The path

with the minimum average forwarding cost is preferred areladjacent node on this
path is trusted to forward the packets toward the destinatio

4.1 Route discovery

Our algorithm is based on a “rumor” about paths from neigkb®his is incomplete
information. We thus choose to use the average and standaration of the running
sum of cost in our route discovery protocol. This formulasloet require the complete
path information yet can correctly evaluate the path’saflity like the one with the
complete path information. The average and standard dewiaf running sum are
computed as follows: let, a random variabléake on the values, . .., x, andx be the
latest value. We use the following equations:

n

AVG = (x+ in)/(n+1) )

D= ¢ n,_ilrf - éw/n(n 1) @)

When a node receives a route information message from alm@iglodeNy, it updates
the forwarding cost on the path towards nddie{where nodeNy is chosen as the next
hop) by adding the current cost between itself Alpéind calculate the updated average
cost using equation 6. It then re-evaluates the path to ehttesoptimal route to the
destination. This process compares among all possiblédaiedoutes and chooses the
path that has the minimal average cost. If more than one datapaths have same min-
imum average cost or have a difference of cost less than a tiiveshold, the routing
algorithm selects the path that has the least standardtoevas an optimal path. The




Algorithm 1 Route Discovery in Pervasive Computing

Description: Route Discovery procedure simplifies the modied Distance Vector algo-
rithm.
Input: destinatiorN;j, reachable from nodk
Output: : The routing table of a given source node S
Initialization:
Initialize cost to all nodedl; known to S too
Calculate the trust between S and its immediate adjacemrtpith S’s neighbor list
Add all immediate adjacent nodes to the routing table
for all nodeNy in the neighbor listo
compute trust between S ahij (equation 5)
compute average coBS(Ny, Ny) (equation 6)
compute running sudT (S, Ny)
compute running sum of squarB %(S, Ny)
end for
Iteration:
Wait until S detects change from its immediate liNK or receives a routing packet from its
neighbor /* This packet contains the information about tastithation nodéN; */
if S detects change in its immediate lithien
Update the cost and propagate the change to all neighbors
else
if Nj is a destination that S has never seen betioea
Compute routing cost thl;
Compute running sum, running sum of squares, and hop cout to
Add Nj and its routing parameters into the routing table
end if
if Nj is already in the routing tablénen
Compute the routing cost t4;
Update the routing table if new cost is better than the ctirrest in the routing table
Announce the new routing table to neighbors
end if
end if

standard deviation is calculated using the equation 7. itlgo 1 gives the protocol
used in generating the routing table. It consists of two phatable initialization and
iteration. The table initialization phase establishedqpdb all immediate neighbors
known to the source S. For each neighblyr node S keeps track of hop count, aver-
age cost (calculated from equation 5), running sum of dd3t(§, Nk)), and running
sum of square of cosDT?(S, N)). These cost parameters are used for calculating the
average cost and standard deviation according to the equétand equation 7. The
iteration phase is only triggered upon receiving the rapackets or upon changing of
an immediate link with its neighbor.

In the first case, if the destination noblg in the received packet is not known by
node S, it will add\; to the routing table and compute the routing codiljdy adding
its trust between itself and its neighbor node who has semaiiting information oN;



to S. The routing cost to the destinatibinis computed as:

(S— Ne) +DT(Ng, Nj)
hop_cnt (N, Nj)+1

DS(N;, Ny) = - (8)

where Node\y is the sender of the routing information abd (N, N; ) is the forward-
ing cost fromN, to N;. If S already knows the destination nolg, it recomputes the
routing cost toN; and compares this value with the existing value. If the nest &
less or more stablethan the current cost, the cost to the destinalipris updated. If
the trust value between node S and its immediate neigRpdras changed, S has to
recompute the routing cost to all destinatidfiswhereN is the next hop. The above
equation 8 is used to recomputing the new routing cost. Themniares the new cost
to the current cost that S has in its routing table. If the nesgt ¢s less or more stable
than the current cost, the cost to the destinahipis updated.

5 Analysis

5.1 Security analysis

The trust-based approach to routing is intended to mininttieeeffect of malicious
nodes in the network. We discuss how the proposed schemesdane this effect. A
malicious node can subvert the network in two ways:

Dropping packets A malicious node on a path can deliberately drop the legigma
packets. Suppose a notleis sending a packet t; through the neighboNy, who

is malicious and drops packets arbitrarily. With every dafpacket,N; increases the
‘trust-negative packet forwarding countdC, corresponding to the nodéy, in the
interaction table. Note, in our scherlecannot differentiate between a deliberate drop
of packet and a packet drop due to valid reasons (like broikéndr downtime of a
node). However for a malicious node, number of dropped packil be high compare

to number of forwarded packets. This will lower the ra—ﬁ% and consequently
Ni’s trust onNy, will be low. Even if N, keeps oscillating packet drop behavior, the
above ratio will be close to zero and does not hglpto increase its trust. Also note
that N cannot foolN; by dropping the actual data packet but forwarding the ECHO
message td\j. BecauseN; will not reply to the ECHO message unless it receives the

corresponding data packet.

Providing false recommendation A malicious hodeNy, can disrupt the proper func-
tioning of the scheme by providing false recommendatiorualaonode. Suppose the
malicious nodeéN, provides a “positive” rating about noddlg, N, where both of them
are malicious nodes. Every tinlg encounters a trust-negative packet forwarding event

1 This is used in the case when the new cost is equal to the thentuwost or has a slight
difference. The path that has less standard deviationdstgdie more stable path.



with any of them)N; increases the ‘trust-negative rating coune;, of Ny, which low-

ers the ratio%. Therefore, even iNy, behaves properly in the context of packet
forwarding, it cannot subvert the system by falsely ‘cargpaig’ for some other mali-
cious nodes in the network. This also reduces the effectlbfsion of malicious nodes
to disrupt reliable routing. Similar action prevents theldem of ‘badmouthing’ i.e.,
whenNy, provides false ‘negative’ rating about a ‘good’ node. Thipossible because
the trust of the benign node is not dependent just on ratiogiged byNy, but involves
other parameters on whid¥y, cannot have any control.

The above discussions show that the proposed trust-basédgscheme can re-
duce the effect of malicious nodes — working as individued®®a part of collusion, in
attacks like arbitrary packet drops, false data injectiod badmouthing.

5.2 Complexity analysis

As mentioned earlier, a typical device in a pervasive commguenvironment has rel-
atively low resources in terms of storage and power. Howetereeds to do some
computations to evaluate the trust and cost. It also neeststte some values for a spe-
cific duration. In this section we analyze the computati@mmunication, and storage
complexity of our protocol.

Computation complexity In our approach the run-time complexity of the routing algo-
rithm is not affected to a great extent. Our scheme only chatige metric of computing
the administrative distance between nodes in the pervasiputing environment. It
requires two additional computations for the running surd tre standard deviation.
These additional computations do not change the big-O cexitplof running time of
the routing protocol as they are proportional to the sizehefrietwork. However, our
approach requires additional methods in order to evallntdrtist between nodes. All
these computations are simple arithmetic computation$awme linear bounds. Conse-
quently these do not add much to the computation overhedteqirbposed protocol.

Communication complexity A node maintains view of connectivity and trust rela-
tionship by periodically transmitting a beacon packet.sTecket carries the node in-
formation including sequence number, hardware addresdwaae protocol, and trust
recommendation upon request. According to this schemeg tire 3 types of the bea-
con message — announcement, recommendation request, Gomnmendation reply.
When a node receives a beacon message, it identifies therserdsures the strength
of the beacon signal (section 3.1), collects the trust imfition and recalculates the
trust value of the sender. If the beacon message is a recodatien reply and the
trustee is recognized by the receiver, it recomputes that tralue of the trustee with
this recommendation information about the trustee. If thkedon message is a recom-
mendation request message, and the trustee is recognitled eceiver, it prepares the
trust value of the trustee and sends it to the requester hétinéxt beacon message. We
have estimated that a message 256 bits (32 bytes) long isienffto carry the beacon
message. In the following discussion we show that routibtptain our protocol require



only 154 bits for each record. Therefore, for a small netw@ey, with 50 nodes), the
nodes pass a routing table which is of size less than 1KB.

Storage complexity In our protocol each node has to maintain a certain number of
tables. In this section we discuss the storage overheadsthatjuired to store these
tables. For each neighbor, a truster node needs to maih&ioflowing tables and list:
PT (properties table)PT;n2¢®4 (temporary property table) T (interaction table)TT
(trust table), and the ligRL. In any table the nodal field takes 32 bits to store the
address. We express the valuesSSg in PT, SSin PT%¢®d, andProperties, Rec-
ommendation, Interactions, Trust in TT using 16 bits in which the most significant bit
is the sign bit, the next bit expresses the exponent, andetiteld bits expresses the
fraction. We need only 1 bit to express the exponent as afletireimbers are within
[—1,1]. Also, we get the precision of/R for trust related values. In the interaction
tablelT we use 8 bits to express each counter. The signaling factdsisexpressed
using 8 bits. However, we use 32 bits to representctisein TT as it is not bounded.
Since the cost is always positive, we use first 16 bits for ttgoaent and the last 16
bits for the fraction. This gives the precision of28 for the cost value which is ac-
curate enough for the environment. The figure 3(a) showsttuetare of the tables
stored for each neighbor. From the figure we see that thegddlel T, TT require

32

82 6 8 Node_id | Node_id
PT | Node_id| S SF Plimp =
EENCIEER
16 8
32 8 8 8 8
i [ Node_id] PFG, | PFG | Rcy [ RCy |
32 16 16 16 16 32
TT‘ Node_id‘ Prop. ‘ Recom.‘ Imeract.‘ Trust ‘ Cost ‘
2 32 32 32
i i Node_id
RL Node_id| .| Node_id —# |
Reco_val Reco_val Reco_val
16 16 16
(a) Tables maintained for each neighbor
32 8 32 32 8 32

RT‘ Destination ‘ Win#‘ NH_id ‘ Coshyg ‘ #Hops‘ Sum? ‘

(b) Routing table of the node

Fig. 3. Storage structure of the tables maintained in each node

56,64 and 128 bits respectively for each record. Each of thddedas maintained for
all the neighbors. If a node hasneighbors, then it requirga x 228 bits. To store each
signal and stability information we need 24 bits. If we assuimt a node receives

signals within a window, then for each neighbor it needs-32x 24 bits to store the
signal. Hence for alin neighbors the node requires(32+ s.24) bits. For the recom-



mendation listRL each record requires 48 bits and we assume at kn@st m) rec-
ommenders recommend a neighbor. Therefore for each neigthequires 32tk x 48
bits and hence fom neighborsm.(32+ k.48) bits. Note, we have not considered the
pointer size here as it depends on the implementation. Hemeach neighbor a node
requires 228 (324 24.s) + (32+ k.48) = 292+ 24.s+ 48k bits and for allm neigh-
bors total storage required i8.(292+ 24.s+ 48K) bits. This storage is not significant
if we assume that each node in the pervasive computing emmieat interacts with a
small number of neighbors. For example, in a pervasive caimgenvironment topol-
ogy where each node interacts with at most 20 neighbors amobstt 100 signals are
received within a time windowin, then maximum number of bits required to store the
trust information i§292+ 24 x 100+ 48 x 20) x 20= 3652x 20= 73040 bits~ 9KB.

Each node also stores a routing table whose structure isrshothe figure 3(b).
TheWin# field keeps the last window numbeH #&ps stores the number of hops to the
destination. NHid field stores the address of the next hop towards destimefiostyg
andy 2 fields store the cost metrics which are used in the route tseteprotocol. We
also need the metrig for route selection. However we do not store this informafio
the routing table as it can be derived fr@ostayg and #Hops. Each record of this table
requires 154 bits and hence size of the routing table for @acte in the topology is
0O(154n) wheren is the number of nodes in the network. In our example if we ieEsu
a small network with 50 nodes then each node require maximahx 50 bits which is
~ 0.9KB. Therefore all together a node requires only 10KB stersigace to store the
information related to trust-based routing.

The above analyses show that our protocol is light-weigléims of trust evalua-
tion, feedback management, message passing, and stdragehyt making it suitable
for pervasive computing environment.

6 Conclusion & future work

In this work, we address the problem of reliable delivery\wdmt data in pervasive com-
puting environments to appropriate action points in ordesupport obligation policies.
The problem is modeled as a routing problem. We present &ltased approach to
routing. Each node measures trustworthiness of its neighased on the neighbor’s
properties like signal strength and signal stability, agheior's behavior in forwarding
packets from the node as well as in recommending other nagielsa neighbor’s rat-
ing by other neighbors. We represent each link in the netvesrla trust relationship
with a numeric value betwedr-1,1]. This trust metric reflects reliability of a node as
a packet forwarder. We have proposed a cost metric, whichvisrsely related to the
trust metric, for each link in the network. We next adapt tlietahce vector routing
algorithm for routing in pervasive computing environmentie modified algorithm
uses the cost value assigned to each link to find the minimwrage cost path from
source to destination. We have discussed how our protooaikziuce the effect of ma-
licious nodes. We have also shown that the scheme does natenthe computation,
communication, and storage overhead to any significanhéxte

A lot of work still remains to be done. The proposed schemeeisegic in nature.
We need to modify specific ad hoc routing protocols using oeitrits and compare the



results to evaluate the performance of the proposed sch&melan to run simulation
experiments to compare the routing results with existingpac routing protocols. We
are also looking for other node properties like remainingdsst power to extend the
‘properties’ parameter of the trust metric.
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