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This documentaddresseshe problemof mappingServiceLevel SpecificationgSLS) to IP DifferentiatedServices
(DiffServ) configuration. We introducea two stepmappingcontrolledvia a policy-basedmanagemensystem. The
two stepmappingincludesthe servicespecificationto intra-domainservicemapping(PerDomain Behavior (PDB)

[PDB-DER) andthe further mappingto the DiffServ mechanisnavailablein the domain. The first stepusesan N-

dimensionakoom (e.g. including delayl/jitter lossandthroughput)to classifythe SLSinto a limited setof available
intra-domainservices.Basedon this classification,assignmenbf the serviceclass,and per serviceclassadmission
controlis performed.The mappingsystemis implementecbn top of a QoSManagemenAPI configuringour Linux-

basediffServrouters.
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1 Introduction

The globalizationand commercializatiorof the Internet,acceleratedy IP technologys ubiquity andits
flexibility for introducingand distributing new applications hasbeena tremendousuccesstory of our
time. Thelnternetof todayis aglobal,commerciacommunicationinfrastructuresupportingatremendous
amountof information,anda diversesetof applicationdor andacrosshusinessesyrganizationsandindi-
vidual users.Theemepgenceof distributedmultimediaapplicationsandthe growing mission-criticaluseof
the Internethighlightsthe needfor morereliable,secure assuredand high performanceeommunications
anddelivery of application-leel services.

The challengeof supportinga variety of applicationswith differing characteristicendrequirementsat
adequateservicelevels hasled to the developmentof Quality of Service(QoS)technologiesandenabling
mechanismén the pastfew years.Scalablereliablemanagemerandcontrol of QoSwill supportfurther
rapid growth of the Internet,laying the basisfor effective supportof even more diverseand distributed
multimediaapplications TheInternetEngineeringraskForce(IETF) proposeshe DifferentiatedServices
(DiffServ) Architecture[DS-ARCH] as a basicmechanisnfor providing QoSin the Internet. DiffServ
keepsits scalability by aggreyatingtraffic flows into serviceclasseswhich are then handleddifferently
within the network. Soon the high-speediatapath,only afew servicelevelsareprovided,andno perflow
stateis kept. Thechallengehowever, liesin thecontrolof edge-to-edgservicesywhichmaybeprovidedto
customer®f aninternetServiceProvider, or whichareusedto build trueend-to-engervices Edge-to-edge
servicesareintra-domainserviceswhich are provided from one edge(ingressrouter) of a administratve
DiffServdomainto the otheredge(egressrouter). We only addresshe edge-to-edgservicesn this paper

The basicproblemsin providing edge-to-edgservicesinclude the difficulty to designserviceswhich
on onehandcanget sold to customeraneetingtheir requirementsand which on the otherhandcanbe
provided by a DiffServ-enabledP network. Theissuesarethe finding of servicesspecificationsfinding
theright DiffServmechanismgéthe IETF standards very openin determininghemechanismsandderive
theright configurationin orderto providerthe service.

Variousframewvorks and architectureslreadyexist in the literature[TEQ, CADENUS, AQUI, CSM].
Most of them postulatea ServicelLevel Specification(SLS) to configurationmappingfunction in their
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architecturesThe function basicallytakesa SLS andderivesa configurationof the variousentitiesin the
DiffServ network. The function alsoincludesan admissioncontrol part, determiningwhetherto permit
a servicerequest. However, to the authors knowledge,non of them presentecdh systemdesignfor that
functionality.

In this paper we focus only on this mappingpart. We proposea two stepmappingfrom a SLSto a
perdomainbehaior (PDB), whichis the edge-to-edgeervicedeterminedy anetwork administratorThe
secondstepof the mappingincludesthe PDB to configurationmapping,which includesdeterminingthe
DiffServCodePoint(DSCP)to use,andthe edge-routeconfigurationto perform. Theadmissiorcontrolis
performedafterthe determinatiorof the PDB in orderto enabledifferentadmissiorrulesfor variousPDBs.
Someof the nice featuresof our approachareits high modularity which makesit easyto extend,the high
level of configurabilityanddynamicity andthatit is opento policy-basecdcontrol.

2 Background

The environmentwe are focusingin this paperis an InternetServiceProvider's network, wherevarious
kindsof customersreconnecteanddifferenttypesof servicesarerequestedThecustomersnaybehome
userspusinessusersor otherlSPs.In Figurel, we shav anlSPsnetwork betweerntwo otheradministratve
domains.A customemegotiatesa ServiceLevel Agreemeni{SLA) with that ISP The specificationof the
servicein atechnicalmannemaybeincludedinto thatnegotiation. We referto the technicalpartwith the
termServicelevel Specification(SLS). The SLA includeslegal,administratve, andeconomidnformation
suchasthe pricesof services. Furthermore,an SLA may include not only transportservices,but also
application-leel servicessuchasWeb-hosting E-Mail forwarding,etc. However, this paperonly addresses
IP-basedransporservices.TheSLSdoesnot needto benegotiatedtogethemith the SLA. A SLA maynot
includea servicespecificatioritself, but maycontainalist of serviceghe customeicanrequesbndemand
[CSM]. For instancethe SLA negotiatedallows a customerto get besteffort serviceall thetime and10
hoursof premiumvirtual wire servicea month. After negotiatingthe agreementthe customeris added
to the besteffort serviceimmediately At a later pointin time the customemay requesthe virtual wire
service.

Furthermorewe assumehat the SLS we receve from anotherentity is a servicerequestfor only the
administratve domainundercontrol. However, the componentdescribedn this paperis a prerequisiteo
provide end-to-endP servicesn amulti-domainscenaricaswell. Providing trueend-to-endervicesmore
issuesneedto be addressethanwe areableto solve anddescribein this paper For instancethe service
subscriptiormodelmay differ, the flow of money is different,requestsieedto be brokendown to requests
for eachsingledomain.Theinter-domainmanagemertf IP serviceds quiteopenandneedsnoreresearch
alsoin the areaof inte-domaintraffic engineeringinte-domainQoSrouting etc.
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Providing QoSin IP networksis boundto routing aswell. In orderto provide guaranteeshe pathIP
pacletsareforwardedneedso be undercontrol. We assumeo have staticroutingin the network, which
is a commonoperationmethodin today’sbackbonenetworks. A differenttechnologycurrently in the
standardizationprocesss Multi-Protocol Label Switching (MPLS). MPLS allows a network operatorto
explicitly configurethe routeof a setof paclets. Having configurableor fixed routing, admissioncontrol,
andresourceesenationin place guaranteesnthatpathcanbe providedby thenetwork. Note, thatroutes
canbechangedbut admissiorcontrolandresenationson the new pathneedgo be performedprior to the
change Sothe changdrequeng hasanimpacton the dimensioningof the configuratiornsystem.

2.1 The General Architecture of the Configuration System

Figure 2 focuseson certainpartsandfunctionalitiesof a managemergystemwhich is importantasback-
groundinformationto thework presentedh this paper We only focuson thetechnicalpartof the SLA, but
the SLA is still indicated. Furthermorewe excludeissuesfor monitoring,accountingand othertypesof
managemertasksin IP networks.

Basically we candivide the managemensysteminto two portions,one containingthe SLS mapping,
admissioncontrol, and perSLS configuration. The other partincludesthe policy-basedcontrol and con-
figuration part, wherethe SLS mappingand admissioncontrol is controlledand configuredvia policies.
Additionally, the basicnetwork configurationis given by policies. However, the relationshipbetweerthe
device-level policies,the configurationcomponentandtherouteris controversial,andthereforeis outlined
by dashedarrovs in Figure2. It heavily dependon the configurationmeansavailablefor the router A
routerhaving a COPS-or SNMPconf-based interfacemay sendpoliciesto the router In this casethe
network configurationcomponenwill basicallyproducepolicies, specificto the SLSs,and passthemto
the device-level configurationentity. On the otherhand.,if therouterinterfaceis CLI- or SNMP-basedthe
configurationis mainly performedvia the network configuration Any mixture of this maybeimplemented
aswell. Actually, thisis oneof thereasongor introducingthe QoSManagemenfPI into thesystenAPI].
It abstractgrom the underlyingrouteraccessechnologieasmuchaspossibleandallows to write access
independenQoScontrolandmanagemergoftware.

Our paperaddressethefirst part, mainly the SLS mapping,admissioncontrol,andperSLS configura-
tion. A SLSintroducednto themanagemergystemge.g.,via aWebinterface will bestoredtogethemith
informationaboutthe customerequestinghe service.lt is thenforwardedto thecomponentabeled‘QoS
mappingadmissiorcontrol,configurationdecision”. The configurationderivedis thenreally configuredn
thenetwork via the QoSManagemen#PI (seeSectiond).

2.2 Service Level Specification

As astartingpointwe take the ServicelLevel Specificationsubmittedto the IETF by the TEQUILA project
[TEQ] including the parametergroposedn it. In the following we list the parametersvith a very short
description. Scopespecifieson what pathsthe QoS policy is to be enforced. It is expressedyy a couple
of ingressandegressinterfaces.Note thatthe scopeparametergnablesone-to-onepne-to-ary, andary-
to-oneservices. Flow Description indicatesfor which IP paclet flow the QoS guaranteesieedto be
enforced.For instancejt specifieghe subnethe pacletsarecomingfrom. Traffic Envelop describeshe
performancecharacteristicof the pacletsidentifiedby the flow description.ExcessTreatmentdescribes
how excesstraffic will be processed.With excesstraffic we refer to packets, which do not conformto
the specifiedTraffic Envelop. E.qg.,they may be remark,dropped,shapecetc. Performance Guarantees
describehe serviceguaranteesfferedfor the paclet streamdescribedy theflow descriptiorandoverthe
geographical/topologicaxtent given by the scope.Performancgarametersredelay jitter, paclet loss,
andthroughput. Note that the parameterslo not needto be guaranteedieterministic,but also statistical
guaranteearepossible.For instancedelaysmallerthan70 msfor 95% of the paclets. Sewice Schedule
indicateshe startandendtime of the service.Reliability indicateshe maximumallowedmeandowntime
andthe maximumallowedtime to repair

T With SNMPconfwe referto the work donein the IETF working groupon ConfigurationManagementvith SNMP, whereaway to
useSNMPfor policy-basedmanagemernis defined(http://wwwietf.org/html.chartershmpconfchater.html).
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Note that we take into accountquantitatve aswell as qualitative specifications.For instancethe per
formanceguarantedor pacletlossesmay be “very low”, “low”, and“reasonable”.We comebackto the
mappingof qualitative to quantitatve numberdater

3 Mapping Schema

In this sectionwe presenbur two stepschemao mapSLSsto PDBsandfurtherto configurationsFigure
3 shavsthestepsasanoverview of thecomponentinvolvedin the mappingprocessThefirst stepgivena
SLSis to choosehe PDB which will bedeployedto guarante¢he customerequirementsn the SLS. The
secondstepincludesfinding theright configuratiorbasedon parametersf the SLSandthe choserPDB.

TheSLSto PDB mappingprocesss brokendown into pre-processinthe SLSfor differentpurposesind
thenbasedon the pre-processinghoosethe PDB. We pre-processhe SLS sinceit may not be expressed
asallist of parametersindvalues which is whatthe Mapping Schemas expecting,andwhatthe network
candealwith. The SLS might be expressedn termsof “Service X", which may be a pre-definedservice
[AQUI]. Thesepre-definedservicesaremappedo the SLS parameterproposedn [TEQ]. Furthermore,
the SLS could alsobe expressedfor simplicity, in termsof low/medium/highdelay/loss/... Thesevalues
aremappedo numericvalues sothatour systemcandealwith them.

After this pre-processingywe have the servicerequestcorvertedinto a list of parametersontaining
numericvalues. Basedon the values,we choosethe PDB which can guaranteghosevalues. First, we
evaluatethoseparametersvhich canonly take a determinedvalue andwould not make senseto change
them, suchasthe scope Thesearethe pre-evaluatedparametes. Then, we evaluatethoseparameters
which cantake a rangeof valuesandcould be changedwvhile offering a servicecloseto therequesteane.
This distinctionwill be usefulwhenlooking for offering a similar serviceto the customer This is doneat
the PDB Selector

After the PDB is chosenwe performthe secondstepin the overall mappingprocesswhich mapsthe
chosenPDB to the network configuration. This stepincludescheckingwhetherthere are enoughfree
resources$o guarantee¢he servicerequirementslf thereare,we configurethe routerssuchthattheservice
canbe provided. The configuredroutersare mainly the edgeones. About the corerouters,we only check
whetherits configurationallows to offer the serviceandwe keeptrack of the serviceghattraversethem.
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A componentnot directly involved in the mappingprocessis the block namedmanager. When an
exceptionoccursin the mappingprocesgsuchasthe impossibility to find a PDB, etc...) , the manager
block is involvedin the decisionprocess. This block is regardeda interfaceto or implementingitself a
policy decisionengine. The policy engineallows anoperatorto specifyrulessupportingthe decisiongto
be taken by the manageblock. Furthermorethatblock may containaninterfaceto an operatorterminal
to include humandecisionsinto the mappingprocess. Although the mappingprocesss designedo be
automaticthe schemads opento provision servicegnanually skippingasmary automatedtepsaswanted.
In thefollowing, we describesvery block in the mappingscheman moredetail.

3.1 SLS pre-processing

SLSpre-processingealswith predefinedservicesandthemappingof qualitatve to quantitatve parameters
values. An SLS could be expressedhasa pre-definedservice[AQUI]. They are SLStemplateswith fixed
values(or rangesfor someof the parameterin the SLS. So,the customemould not needto specifyall the
parametersut only requesfor a determinedre-definedSLSandspecifyonly afew parametergor none).
Somecustomersmay even preferto askfor a “standardservice”ratherthanto have to dealwith several
parameterin variousofferings(may especiallyhold for homeusers).The existenceof pre-definedSLSis
usefulfor the customerandthe network administratorbut the network dealswith concretevalues,sothe
pre-defblockmaps'serviceX” (whichcouldbe“mediumquality videoconferencejo theappropriateSLS
parameterdyoth qualitatve andquantitatve. For instance;'serviceX” couldbe mappedo aone-to-one2
Mbps,low delaySLS.Note,thatin this stepstill qualitatve parameterareallowed.

The network dealswith quantitatve valuesnot with qualitative ones,sothe formeronesare mappedo
quantitatve valuesor valuerangege.g: low loss= lessthan0.01%,mediumloss= (0.01%, 0.1%)). This
mappinggetsconfiguredoy the network administratoiconsideringhe characteristicef the network. Most
likely the mappingis expressedn policy rulesandthe configurationof this components donevia a policy
service.

After the pre-processingye have alist of parameterandtheir numericvaluesor rangesTherestof the
Mapping Schemawill not needto be awarehow the SLS wasexpressedpre-definedServicesqualitatve
values,...). It will dealonly with thelist of parameterandtheir values.Notethatthis mappingis sortof
anadaptatiorof the SLSsto be understoody humanbeings,andmay be doneat the userinterfacelevel.
However, sincethe mappingis undercontrol of the network administratoywe combinedthe functionality
with the othermappingandconfigurationprocesseaeeded.
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3.2 PDB Selector

ThePDB selectiormprocesss performedby first pre-evaluatingparametergn orderto selecttheappropriate
selector The selectorreally chooseshe PDB to be used.

3.2.1 Pre-evaluation of Parameters

Pre-ealuatingparametersary from pre-processingsdescribeefore. Wherepre-processingnapsvari-
ousrepresentationsf a SLSinto realparametevalues the pre-evaluationstartstakingthis parameterito
accountfor evaluatingwhat PDB to use. Basically we differentiatethe SLS parametersiccordingto the
way they aretreatedin the PDB/PHB selection. We have threeclasseof parametersnamelynon-used,
pre-evaluatedandperformanceparameters.

Parametersiot usedin this steparethosewhich have nothingto do with the PDB/PHBselection.They
areusedin later steps. This parametersnclude flow descriptionand excessreatmento be usedonly for
configuringthe edgerouter’sclassifierandtraffic conformancelgorithms.Additionally, scheduleis used
only in the admissioncontrolto find whetherthereare enoughresourcesvailable at a certaintime. The
reliability parametersiave no influenceon the decision.lt depend®n thetechnologyusedin the network,
andmaythereforeinfluencethe configuration g.g.,whetherto installa backuppathor not. Furthermoreit
canbechecledin theadmissiorcontrolto find whethertherequirementgaremet.

Pre-evaluatedparametes take only a small setof diskretevaluesanda changeof themwould meanto
changethe serviceto a completelydifferentone. This distinctionwill be usefulwhenlooking for offering
asimilar serviceasexplainedin 3.5. We considerthe scopeasa parameteto pre-evaluate becausearious
typesof scopesuchas“oneto one”,“oneto ary”, “oneto few ". .. areinherentlydifferentkind of services,
andneeda differenthandlingstartingat this pointin the mappingschemaHowever, the schemds opened
toincludeotherparameters needed.The scopemay affect the decisionof the PDB or PHB to chooseas
statedn [ONE2ANY]. Additionally, really changingthe scopeof a servicemalesonly little sense.

Performanceparametes may containvariousvalueswithin a rangeand changingthe valuestill keeps
offeringa similar servicecomparedo therequesteane. The setof parameterscludeat leastdelay jitter,
paclet loss,andthroughput. For instance jt may make senseo offer a downsizedservice,e.g.,2 Mbps
insteadof 3 Mbps,if notenoughresourcesreavailable. The otherparametertiowever staythesame.

Conceptuallywe usethepre-evaluatedandthe performanceparameterso selectthe PDB. However, we
breakthe selectionprocessnto choosingthe selectorbasedon the pre-evaluatedparameterandthe PDB
is choserbasedn the performancearametergseethe next section).

3.2.2 Performace-PDB Selector

Theperformance-PDBelectoris in its currentversiona 3-dimensionasub-spacef theoverallN-dimensional
SLSparametespaceln this sectionwe describehow the selectomworks.

Every axisrepresenteneof the performanceparametergdelayljitter, pacletloss,throughput).Regard-
ing delayl/jitter, the closerto the origin of the axisthelowerthe delay In thefirst versionwe will consider
only delay Sincedelayandjitter arerelatedandcontrollingjitter is morecomplex andcanbe compensated
by increasedielay A zeroor negative valueindicatesunspecified. The closerthe paclet lossis to the
origin of the axis, the higherthelossprobability. A negative valueindicatesunspecifiedln thethroughput
axis,anegative valueindicatesunspecifiedSincein general PDB attributeswill beexpressedsboundsor
percentilegatherthanasabsolutevalues[PDB-DEF], the servicewill berepresentedsazoneratherthan
asapointin theN-dimensionakpace.

Thefirstthinganetwork administratoshouldconfigureinto the PDB Selectoiis themappingof available
PDBsin his network to the PDB Selector Every PDB would cover a determinedzone consideringthe
performancevaluesit canguarantee This may dependon the technologyof the network, on its topology,
andonotherissuesin [PDB-DEF]it is statedhatany PDB specificatiormustinclude(amongotherissues)
the PDB attributes,thatis: how the PDB behaves. This mightincludedroprate,throughputdelaybounds,
etc.... Thisinformationis usedto find thezonesa PDB cancover.

Whenall availablePDBshave beenrmappedforbiddenzonesarisewhichwould bethezonesn thespace
no PDB covers,andsotherewill beregionsof unoferedservices A servicecanbe consideredunoffered
dueto technicalor business-relatedeasons.Technically it might be impossiblefor a network to offer a
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particularservice,becausef the topology or technologyused. On the otherhand,theremight be some
serviceshe provider doesnot wantto offer from a businesgoint of view, althoughthereis no technical
impediment. Therearetwo differentsituations. First, thereare serviceswhich may not be worth offer-
ing (for the ISP), for instancebandwidthrequirementdelonr 1 Mbps could be consideredeconomically
unworthy. So,the provider may decidenot to offer thoseservices.The secondcaseis whatwe call unaf-
fordableservicesmeaningextremelyexpensve services An examplewould be a one-to-ary Virtual Wire
service[VW], or bandwidthover100Mbps. Theprovidermightdecidenotto offer this servicego normal
customersbut somecustomersnay getthembecausef their very importantcustomer(VIC) status.The
concepof VIC statusof acustomemrisedrom theinterestof anISPin treatingsomecustomerdetterthan
others.This bettertreatmenimight be offering servicemot offeredto therestof usersacceptingarequest
in theadmissiorcontrolthatotherwisewould have beenrejectedgetc. . .

If the servicerequesthits anunofered servicesregion, the manaer block getsinvolvedandit is asked
whetherto rejectthe request(default) or take ary otheractions,e.g., interactively ask for decisionvia
consoleor by meansof storedrulesin the policy engine.

3.3 PHB Selector

Oncethe PDB is chosena PerHop Behavior (PHB) needso be determined.Although (asit is statedin
[PDB-DER) it is expectedthata singledomainwill usea single PHB to implementa particularPDB, the
PHB selectorblockis introducedpecaus¢helETF standards opento usemorethanonePHB. In addition,
the PHB mustbe mappedto a DSCP[DS-FIELD] to be marked. This mappingmustbe configurable.
Although every PHB hasa recommendedssociatedSCR every domaincanchoosehe DSCPto deploy
aPHB (with the exceptionof the ClassSelectorCodepoints).

3.4 Admission Control

Oncethe PHB is chosen the admissioncontrol block decideswhetherthereare enoughresourcesn the
network to provide the service.In casetheresourcesreavailable,the Configuation block configureshe
nodes.In casetherewerenot enoughresourcesthe Manager block decidesvhetherto rejecttherequesor
to offer a slitely differentservice.

TheAdmissionControlschemas shovnin Figure4. It consistof two branchespneof themdetermines
theroutethe pacletswill use,andsothe nodesthatneedto be configuredor at leastchecledfor resource
availability. Theotherbranchdeterminesherequirementsheserviceneedsincludingresenedbandwidth,
total delay buffer requirementsetc. ... Whenall the nodesto configureandthe requirementareknown,
we checkwhethertherequirementaremetatall nodesin theresouce cheding block.

Note that the Admission Control Block may be empty for certain PDBs, becausahey rely on traffic
engineeringandnetwork planingfor providing guaranteedervices.

The route determinationbranch(on the left) is responsibleof determiningthe nodesthat needto be
configured sothatthetraffic will meetthe agreedservice. The first nodeto determinewill betheingress
node It may be specifiedin the SLS or may not. In the latter casethe ingresswould be determined
consideringhe closestodeto the sourcein the provider domain. Wherethe closesinodemeanghe edge
router where paclets destinedfor the sourcewould leave the domain. It can be easily found using the
routing tablesin the ISP routers. Oncethe ingressnodeis determinedthe restof nodesare determined
usingthe routing tablesin the nodes,until the egressnodeis reached.The egressis determinedsincethe
next hop would be to a node not belongingto the domain. At this point, the systemknows the set of
nodesthatneedto be checledto decidewhetherthereareenoughresourcedo offer the service.We usea
simpleroutedeterminatioralgorithmsincethe aim of the work arenot admissiorcontrolalgorithms but a
mappingsystem.More comple algorithmscouldbeeasilyplugged-inin ourschemaFor instanceanother
routing schemacould be used(QoSrouting, MPLS) aslong asthey find a pathwhich satisfieghe service
requirementgor thewholedurationof theservice independentlypf therestof servicedongoingandfuture
ones).

The requirementdeterminatiorbranch(on the right) will passthe servicerequirementdo the resouce
cheding block. They will be decideddependingon the PDB andPHB chosenandthe valuesin the SLS.
Therequirementsnayincludebandwidth delayi/jitter, buffer sizeandschedule For mostcasesthis block
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is supposedo bevery simple, it just forwardsthe SLSvaluesto the resouce cheding block. However, in

somecasest mightbemorecomplicated An exampleservicels oneonly assuredvith acertainprobability
suchasin [ONE2ANY]. Eventhoughrequestedor a determinedbandwidth,not the whole bandwidth
needsto be availablein all the nodes. So, calculationsmay be doneby this block to find out the free
resourcesneededio guaranteahe service. For instance,a servicerequestmay be admittedif 80% of

the requestecbandwidthis still free. This is very commonto servicesstatistically guaranteed. These
requirementsretheoneswe have to checkagainsievery corerouterconfiguration.Therequirementsieed
to bemetin every node.

After thetwo branche$iave determinedhe servicerequirementandtheroute,thetwo possibleanswers
of the admissioncontrol block areto permitor dery the service. The decisionis basedon the amountof
freeresourceso guaranteehe service.Theresouce cheding block decideson theaceptanceonsidering
the information provided by both branchesn the admissioncontrol block. If the answeris “permit”,
the network is able to offer the requestedservice,so the configuation block will configurethe nodes
selectedn the “route determination”obranch. Note that, mostlikely, only the ingressnodeis configured
whereasdnterior routersare configuredby a separateconfigurationsystem(device-policy servicein the
overall picture). If the network is configuredproperly thenthe customeris informedthat the serviceis
permitted.In caseary erroroccurredduringthe configurationthe manayer block is informedanddecides
abouttheactionto betaken. E.g.,try to configurethe network again(may be atemporaryfault), rejectthe
service or inform the fault managemengystem.On the otherhand,the decisionof the resouce cheding
mightbe“deny” dueto differentcausesuchasnotenoughbandwidthavailable,impossibilityof achieving
therequireddelay etc. Actually, thedecisionis notjusta“permit” or “deny”. In thelattercaset is specified
why the decisionis “deny”. The manager block is informedaboutthe reason(spf the negative decision.
Theinformationcanbe a hint on whatis missing,or it could be quantitatvely specifiedwhatis missingin
orderto permittheservicerequestAn exampleof aquantitatve infrom is aservicerequest$or 8 Mbpsbut
the maximumavailablebandwidthon the pathis 6 Mbps. Note thatthe available bandwidthis considered
for the whole path. Although we find alongthe patha link wherethe available capacityis lower than 8
Mbps, (e.g: 7 Mbps)we checkthewhole pathto the egressnode,in casetherewasa link with evenlower
available capacity(e.g: 6 Mbps). Sothe found available capacityis the onethat canbe really offeredto
the customer With this informationthe ManagerBlock is ableto decidewhatto do. In caseit decidedto
offer a similar service,it knows whatcanbe offeredto the customerandsothe servicerequesbnly needs
to beevaluatedby themappingschemaat mosttwice. It doesnot needto keeptrying differentperformance
specifications.

In addition,the resourcecheckingmay be configuredsuchthatit deniesrequestsvenif therearestill
resourcesvailable. We call the parametetto be setthe utilization boundary This is a nice featurefor
network operatordglividing its customeibaseinto groupsof customerssomeof themhaving aVIC status.
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Sotheresourceareonly spenton premiumcustomers For instance a utilization boundaryat 80% of the
available bandwidthis specified. So the decisionof the resourcecheckingevaluatesto dery if lessthan
20% of the bandwidthis free. The information passedo the manageiblock is “deny, lessthan 20% of
bandwidthfree”, consideringthe 20% asa guard. The Managerblock decidesbasedon policy rulesand
the customerequestingvhetherto really rejectthe serviceor usingpartof the guardfor thatservice.The
decisionheaily depend®nthebusinessnodelandwhetherthelSPreally groupscustomers.
Keepingtrack of available resourcesn the network, two mechanismsnay be used. In our case,we
basicallytrack the resourceconsumptionand resenation within the managemensystem. However, in
somecaseghe modelof the network doesnot correspondwith thereality, in which casemonitoringof the
network is neededFurthermorethenetwork resourceso bedistributedto customerdy this systemcanbe
readfrom the network directly, or cangetreadfrom anotherconfigurationsystem.The configurationof the
routersincluding classifiersmeters,actionelementymarkers,droppers multiplexors, counters, .. ), and
thequeueingelementgschedulershuffers,...) [DS-MODEL] needso beknown by the system.Another
issueto be considereds how to includetherealutilization of the network into thedecisionprocess.

3.5 Manager

The manayer block getsinvolvedin mary differentcasesge.g. whenan exceptionarises.Basically it is
usedonly whena decisionalongthe mappingpathcannot be madeby a singleblock onits own. Although
the processs automatedthe ideabehindintroducingthe manager block is to make it work asa interface
to humanbeingsandto considemon-technicaissuesaswell. It candecideto skip stepsin the mapping
schemaor changingthe decisionsother blocks take accordingto business(or ary other non-technical)
issues.Thedecisionst takesarebasedn policiesin aform like IF situationA THEN take action“alpha”.
The manageblock basicallyhasto dealwith threekind of situationsunofferedservices rejectionshy the
admissiorcontmol block, anderrorswhile configuringthe network.

Theunofieredservicesasetakesplacewhenthe PDB Selectorblock findsthatno availablePDB in the
network guaranteetherequestedervice.Therearetwo differentsituationsdependingn the causewhich
led to the unofferedsituation(Section3.2). The technicalissueswherethe network is not ableto offer
the servicebecausef the topologyor technologyimplemented.n this casethe Managerasto rejectthe
requesimostlikely. But it maytry to offer a similar service(seebelow). The secondeasorarebusiness-
relatedissues Althoughthe servicecould be offered,the provider doesnot wantto offer them, atleastby
default. The decisionmight beto rejectthe requesibr acceptingt, accordingto whatkind of customeiis
requestingln thelatter case the servicewould be forwardedto the AdmissionControl block anddecided
whetherthereis enoughresourceavailable.

Rejectionby the admissioncontrol block occurswhen not enoughfree resourcesare available. Two
casedor this situationwere introducedin section3.4 andwill be analyzedseparately First, thereis the
casewhentherearereally no free resourcesln this situation,the Managemwill be told the reasonof the
negative answer Using thatinformationit could checkif a similar servicecanbe offered(by default) or
rejectthe request.The secondcaseis when utilization boundariesare setandreached.The managemill
have to decidewhetherthatguardis usedor it is keptfree. The decisionis likely to dependon business-
relatedissues For example,customeiX would be allowedto useuptill 10% of theguardbandwidth.

The manageralsohasto dealwith configurationerrors, sincetheremight arise someproblemswhen
configuringthenetwork. They maybedueto link or nodefailuresor errorsin themappingprocessin front
of this situation,the managewould just reject(by default) the requestandinform of the errorto another
block, out of the MappingSchemaywhich wasin chageof maintenance.

In casethe requestedservicecould not be offered, the managercandecideto checkwhethera similar
servicecan be offered. This processcanonly take placein the casesof unofiered serviceor admission
controlrejection,but notin the configuratiorerror. A similar servicedenotesa servicecloseto the original
onein the Performance-PDBSelectorspace An examplewould be a variationfrom the original in 25%
of bandwidthand15% of delay This variationwould be noticedin the PDB Selectorsincethe serviceis
representetly alargerzonethanbefore.This changeof the servicerequesteadsto are-negotiationof the
SLS,sothatthe customercould acceptor rejectthe new offer.
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3.6 Example

This exampleshaws, how the mappingsystemavorkswith thefollowing SLS.Scopeingress= A, egress=
B; Flow description: IPsrc=C |Pdest=Ddestport=80-90;Traffic envelop: TokenBucket (50 Mbps,1500
bytes);Excessr eatment drop;Performanceparameters throughput=50Mbps,delay=low; Schedule
from now on,during2 hours.

The pre-processin@plock needso mapthe qualitative “low” delayto letssamallerthan20 ms. Therest
of the SLSis alreadyexpressedasa list of parameterand their numericvalues. Assumethatthe PDB
Selectoris configuredsuchthatno PDB coversthatzone-¢ unofferedservice.The closestzoneis the one
coveredby the Virtual Wire PDB, but it only coversup to 20 Mbps not more, sincethe ISP doesnot want
to offer high throughputserviceswith delayguarantee So, the PDB Selectorforwardsthe requesto the
Manager This one,consideringhe "very important” (VIC) statusof the customeroverrulesthe decision
andoffersthatserviceandselectsvirtual Wire asPDB to deploy. The Managerthenforwardsthe request
to the PHB Selectorwhich selectsthe ExpeditedForwardingPHB and 101110DiffServ Codepoint. The
AdmissionControlblock checkswhetherthereareenoughfreeresourcesAssumethatit foundsthatif the
serviceis offeredan utilization thresholdwill be reachedthenforwardsthe requesto the managemhich
accordingo the statusof the customelacceptsherequestindasksthe configuratiorblock to configurethe
appropriatenodes.The ingressnodeis configuredwith a classifierwherethe flow descriptionparameters
areused,a meterwith the traffic envelop parametersexcesstreatmentsetto drop, anda marker with the
selectediffServCodepoint.We keeptrack of theresourcesssigned.

4 Implementation

Configuration .
B

QoS Management API

Linux DiffServ
Communication

R AR

Sender

Receiver

DiffServ Network (one domain)

Cross-traffic Sender

Fig. 5: Implementation

Our implementatiorof the mappingschemaasis shovn in Figure5, is on top of a QoS Management
API [API] built in closecollaborationwith the University of Bernin Switzerland. The API is an object
orientedQuality of Servicemanagemerninterfaceto Linux-basediffServrouters|DS-IMPLEM)], thatis
independentf therouterhard-andsoftwareaswell asfrom theaccessnethodto therouterfor management
purposeslt providesclassedor eachtype of hard-or softwareelementgi.e. routers,interface classifiers,
schedulersandtraffic conditioners}thatis usedandmanagedvithin the network. Derived classedrom the
baseclasse®f the API have beendevelopedto managehe specificsof the Linux-basedouters whereas
thecommonaltiesarekeptin thebaseclass.This API is programmedn C++, sois our system.

A customeraccesseshe mappingsystemover a web sener orderinga IP transportservicevia http.
The Web interface,storesthe SLS sin an LDAP directory wherecustomerdataand pre-definedservice
templatesare storedaswell. We have developeda text-basedprotocolto communicatebetweerthe web
senerandthemappingsystem.It allows theformerto inform of new requestdo be mappeda negotiation
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betweerbothsystemsn certainscenariogwherethe custometakespart),andfinally the mappingsystem
to give the resultof the procesgaccept/rejecthe service)to the web sener, which informs the customer
aboutthedecision.

Our smalltestbeds basedon Linux DiffServrouters. It consistsof threerouters:aningressrouter, an
interior router, and an egressrouter In additionwe usea sender/recekr pair and a background-trdfc
source. The ingress,interior and egressrouter form a DiffServ domain. The traffic from the senderto
the recevver wasroutedthroughthe chainof threerouterswhile two backgroundraffic flows weresentto
therecever, eachenteringthe DiffServdomainat a differentrouter So smallscaleservicesetupscanbe
performedwhich howeverresultin the expectedbehaiour.

5 Related work

The IETF DiffServworking grouphasstandardizedhe architectureof the DiffServframeawork (including
aroutermodel)andissuesrelatedto PHBsandPDBs, thatis: the operationabspects.But the managing
aspechasnot beencompletelystandardizedOur work focuseson this topic. Somemanagingapproaches
have beendesignedwe will outlinesomeof themandcomparghemwith our schema.

Oneof themis [CSM] which introducedan architectureo provide Serviceswith QoS.In it, thecentral
block wasresponsiblef mary functions,oneof themwasthe mappingfrom SLS’s valuesontothe equip-
mentconfiguration.It wasconsideredhe mostdifficult partof the architectureandwasstill undeveloped.
This is exactly theissueour work dealswith. In [CSM] wasoutlinedthe difficulty thata Provider network
canconsistof devicesfrom differentvendorswith differentconfigurationinterfaces.We have overcomeit
with the designof the API, which providesanuniqueinterfacefor all DiffServrouters.

Anotherapproachs presentedn [FLOWS], wherethe main pointareend-to-endlows, which areused
for network topology managing,bottleneckdetectionand SLA monitoring and reporting. This topic is
addressebtly ouradmissiorcontmol block. So,our schemas compatiblewith thosewhichtake into account
end-to-endlows in theway it is donein [FLOWS].

AnotherimportantapproactaboutQoSmanagemeris the TEQUILA project[TEQ]. The Servicelevel
Specificationsubmittedto the IETF from this projectis our startingpoint, sincewe assumean SLS ex-
pressedvith the parameterproposedn [TEQ]. Regardingthe SLS specification,we also considerthe
possibility of having it expressedn termsof pre-definedSLS, the proposalof usingpre-definedsLSis the
main differencebetweenthe Tequilaapproachandthe Aquila approachHAQUI]. Regardingthe Tequila
FunctionalArchitecture our Mappingschemaoverspartially severalblocks. Thefirst stepof our mapping
(from the SLSto the PDB) is be oneof the necessaryunctionsin the “Traffic Forecast’block (included
in their SLS Managemensupetblock), which generates traffic estimationandis consideredhe “glue”
betweerthe SLS-Customeorientedandthe restof the architecturelik e thefirst stepof our schema.Our
secondmnappingstep(from PDB to configuration)would beusedin the“T raffic Engineering”superblock,
in the “Network Dimensioning”and“Dynamic ResourceManagementblocks,which areresponsibldor
mappingthetraffic ontothe physicalnetwork resourceén long-termandshort-ternrespectiely. Sincethe
blocksin ourschemaarevery specificandwell-defined we canconsiderthemasindependenblocksasin
thecomparisorwith the TequilaArchitecture.

6 Conclusions

We proposeatwo stepmappingschemdor mappingServicelevel SpecificationgSLS)into DiffServnet-
work configurationsThe mappingprocesss supportecandconfiguredvia a policy service.Thefunctional
block of QoSmappingis onecomponenin a overall QoS managemerdrchitecturen the Internet. How-
ever, mary otherpartsare neededn orderto geta working system. E.g., aninitial configurationof the
serviceclassess independentf the systemwe have sofar.
Centralizedmanagemenpotentiallyhasscalabilityproblems. In our case the parameteto obsere is
the numberof servicerequestper second(processingcapacity)andthe total amountof currently active
serviceqstoragecapacityandadmissiosrtontrolcomplexity). Requestpersecondareunknawn, sinceno
acceptedraffic modelexist sofar. Anyway, it heavily dependson how aggreyatedthe requestsare. For
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instance aggregatingrequestdor VolP seemdo berequiered.Insteadof makinga requesif 64 kbpsper
new call, make a single requestof the expectedtraffic (which could be upgraded/dangradedater). In
addition,the mappingsystencanbe configuredo rejectarny requeswith athroughputowerthanX Mbps,
avoiding the scalabilityproblemsandforcing usersto aggreyateflows.

In the future, we will work on the policy definitionsand its implementationto supportthe mapping
process.Sofarwe have shovn the mappingprocessonly, however we have not worked on monitoringthe
serviceto find outwhethenwe really guarante¢he servicein orderto respondo complainingcustomers.

Onbigissueds centerediroundaccountingchaging,andbilling of servicesWe believethatour system
canbeeasilyusedfor this purposesbecause®f its modularnature.E.qg.,figuring outthe price of theservice
maydependn theavailableamountof resourcesWe have all theinformationabouttheresourcesesened
etc, available. What is missingare the utilization recordsfor eachcustomer which may influencethe
accounting.However, this is very expensve andthereforepotentiallyan easierpricing schememay work
better
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