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Abstract. Studying the performance of a distributed system withdkihtacare
on the impact of its management system will falsify the ustierding of its over-
all performance, especially its productivity. We proposenetric calledMIM
(Management Impact Metridp evaluate this impact by varying one or several
impact factors related to the management system within aagement strategy
of the managed system. We show the accuracy and interestr oh@wic on a
managed J2EE application server that uses a managemeiteetaie based on
the JMX standard.

Managed systems performance, productivity, manageabilit

1 Introduction

The essence of modern networks and services (home gateseagsr networks, appli-
cation servers, grids) lies in the optimal utilization o$oerces within a dynamic and
large working environment. A key component required in tieispect is the manage-
ment framework that monitors these systems and orchesthag# activities to improve
and maintain their performance. The goal of managementrdare that the managed
systems operate with the efficiency and effectiveness firestkin the quality of ser-
vice parameters. Since current network management actiniés are often integrated
in the service activities, it is essential to be able to knlegvdverhead of these manage-
ment activities and their impact on the overall performasfdhe managed systems. A
basic question we are trying to answer hereHew do management activities impact
the overall managed system performan@n@How can we minimize this impact ?
Management architectures and their associated actidtiee®ecoming very com-
plex and diverse. Over the last 20 years, new and enhancealgeaent architectures
appeared, varying from OSIl and SNMP(v1,v2,v3) to Web Ssessbased management
including Java specific approaches like the JMX standar@hlvbecame very popular.
Such management architectures have the following chaistate: (1) their activities
are essential to manage the system;(2) they offers a setrmdgeaent strategies that
operate differently on the managed system (e.g., pollingot#ication); (3) they can
severely impair the performance of the user’s work (refittosasproductivity ) if their



overhead cost per management strategy is not well definedtadied. In the litera-
ture, many studies [1,2] evaluate the performance of themsagement architectures,
and they focus especially on comparing their performanasvéver, the question of
how management activities impacts the performance of nehagstems has not been
studied so far. The variability of performance capturesithgact of management on
the performance of a managed system.

A metric that quantifies this impact should be defined. It npudtin relation the
performance of management and managed systems. To aduseisstie, we propose
an analytical model of this impact that combines the pertoroe of the management
and the managed systems over varying management profilesmidedan impact factor.

The paper is structured as follows: Section 2 reviews rélaterks. Section 3
presents the set of the impact modifiers and factors of a nesnaigt system that impact
the performance of a managed system. Section 4 introdueestiytical model of our
impact function. Section 5 presents an example of usingrtipact metric on a IMX
based management activity of the JBoss application se®eetion 6 contains a brief
summary of this contribution as well as an outlook.

2 Related Work

Several papers separate investigations on the perforrofdistributed systems and the
performance of management systems. Woodside and al. [8lediie performance re-
ferred agproductivity of a system as the relation between the rate of providingaidéu
services, the quality of those services and the cost of ginyithose services. Another
definition is proposed in [4], where performance is viewethagesponse time, seen by
a user under normal working conditions, coupled with the obthe system - hardware
requirements - per user. We will adopt the performance mptaposed for distributed
systems to assess the performance of the managed and mamaggstems. In fact, we
will use the same productivity definition as defined in [3] teaqtify the performance
of the managed system under an impact factor.

Several studies are related to the performance evaluatispezific management
systems. The focus of most of these studies has been to nhedstformance of man-
agement architectures and their associated cost. Théarpgnce models quantify re-
sponse time of agents [1,5], the volume of management tf2ifiend resources usage
[6,7]. Nevertheless, all performance studies related toagament architectures that
take as elementary performance metrics : response timegearent requests rate and
resource usage will benefit from our managementimpact ca€itir proposed metric is
based on the efficiency [8] of the managed system. This fondidefined as the useful
work of the managed system divided by the total work (proigitgt-manageability).
By continuously computing the impact metric, a managemgstesn will regulate its
activities to minimize its impact or adapt the managemeatiler(strategy) parameters
within the managed system. This metric provides an autoueriterion for the man-
agement system [9], which allows the managed system to be saif-managing and
more efficient.



3 Management Profiles

Despite the wide variety of management technologies andiyats, most management
system infrastructures fall into an architecture pattefenred to as Manager-Agent.
There are three basic components in this architecture: geahsystem, agent and man-
agement applications. The management application is nsfige for providing the in-
frastructure and user interfaces to manage a system aritdsicted by a management
profile or strategy that defines manageability tasks an@peti(see figure 3).

Management System
Environment

Manager
Management

workload

Fig. 1. The Management system components

Definition: A management profile is a quantitative characterizationovf
system is managed. The profile summarizes key interacticanpeters be-
tween the management system environment and the manageuhsys

A management profile covers the most important parametétedeto the man-
agement system and its interaction with the managed ong.itportant to identify
those parameters, which, if varied, will change the manamprofile within the man-
aged system. Parameters that are changed from a managewféettp another are
calledimpact modifiersThese modifiers, if varied, will have a significant impact on
the performance of the managed system. The impact modifigst improve, main-
tain or degrade a given managed system performance. Exsuopimpact modifiers
are the agent deployment patterns within the managed systamagement tasks and
their operation patterns (polling-driven or events-dnijye¢he design patterns of man-
agement objects within the managed system. The managenodite s controlled by
the management workload that includes management reqliestsnanagement work-
load characterization parameters represents the detpafct factorsThe impact fac-
tors denote a set of impact variables, determined by the gesment profile within the
managed system. The impact metric is analysed by varyin@gthact factor within a
management profile. Table 1 displays a non exhaustive listasfagement profiles and
factors that affect the performance of a managed systenhiffitese profiles, three
parameters are chosen and studied in more details in the p@peach parameter, the
intuitive impact on the performance of the managed systdistéel.

3.1 Management Tasks

As defined in [10], management system tasks are the follawing



— Monitoring: the ability to capture runtime and historicakats from a particular
component. This task is continuous over the execution tiftleeomanaged system
and it is executed concurrently with users on each monigaycle.

— Tracking: the ability to observe aspects of a single unit ofkwor thread of ex-
ecution across multiple components (e.g., tracking mess&rgm senders to re-
ceivers). This task is executed less frequently than thetoramg on a period from
the execution time of multiple components within the mamkgyestem.

— Control:; the ability to alter the runtime behavior of a masdgomponent (e.g.,
changing the logging level of an application). The exeautibthis task can result
from the first two ones when problems detected by monitoringacking need to
be resolved by controlling the managed system. This taskdsuged on a precise
period from the execution time of the managed system.

Management profile parameters Management Impact factors
(Impact modifiers)
Management approaches: - Number of management requests
- Client-server - Number of notifications
- Hierarchical static - Number of management objects
- Weak mobility within the managed system
- Strong mobility - Management requests mixes :

* Read requests

Management enabling technologies: * Write requests

SNMP, RMON/RMON2, CMIP,
WBEM, PBN, Mobile agents,
DCOM, CORBA, JMX

Management tasks:

- Monitoring

- Tracking

- Control

Management operation models:
- Polling

- Notification

Agent deployment models:
- Deamon

- Component

- Driver

Management instrumentation models:
- External
- Internal

Table 1. The management profile parameters and impact factors.

Thus, it is easy to see that the monitoring task will introglagperiodically impact on
the performance of a managed system. However, the contidiacking tasks do not
permanently affect the performance of the managed systenexAmple of a manage-
ment profile for the JBoss server is given in section 5).

3.2 Management Agents Deployment Models

The way in which the management agent is deployed within theaged system is an
impoortant profile parameter. In [11], the authors iderdifyanagement agent deploy-
ment models: daemon, component, and driver. In the daemdelntbe agent owns its
own process separate from the application. In this caseptreaged component and
the agent do not share the same resources and may running@ dliffevent hosts. The
sole overhead introduced by the agent on the managed comigerthke communica-
tion cost to retrieve management data from the managednesda the component



model, the agent runs in the process owned by the applicatidrthey share the same
resources. Hence, the overhead of the managers interadgtimghe agent is added to
the resources used by the managed application. The dripdoydeent model is sim-
ilar to the component model. Rather than a component, thet dgeome the core of
the system. In this case, all manageability work is execotedurrently with the users
work.

3.3 Management Instrumentation Patterns
This management profile parameter specifies the way in whiglmanagement object
(e.g.,MBeans for IMX) retrieves the management data fremmtanaged resource. Two
patterns are identified [11]: internal instrumentation awternal instrumentation. In
the internal instrumentation the management object isgfdine managed resource and
management tasks are executed directly on it. Externabim&ntation is defined and
executed outside the managed resource. From these defénitibernal instrumentation
might affect more significantly the performance of the mathgsource rather than the
external one.

We can see clearly that the choice of a management profiletcattagy rather than
another will modify the potential impact of the managemegsteam on the performance
of the managed system.

4 The Impact Function

The impact function is designed to capture the performaaciability of a managed
system under a management profile at a given impact factoe Vle named the impact
metric MIM asManagement Impact MetridIM (k) is a function that maps the impact
factor k to a value within the closed interval [0, 1]. It indte whether a performance
degradation has occurred, and includes an indication adéigeee of that degradation.
TheMIM (k) function distinguishes between an unacceptable impachud@agement
system (for whichtMIM (k) is close to 1) and an acceptable impact (for whitiv (k)
is close to 0).
Instead of productivity, which is the performance metricoghuction work) related
to the managed system, we name the performance of the maaagsystem aman-
ageability (management work) [10]. We dendtdk) as the productivity of the man-
aged distributed system a@lk) as the manageability of the management system at an
impact factor k. Hence, the efficiency of the managed systetfmeampact factor k is
given by:
F (k)
B =0 +rom

We adopt the productivity F(k) of the managed system or theameability G(k) of the
management system defined in [3] as follows:
f (k)

F(k) =M(k)- - C(k) =)\2(k).% o

(1)

Whereh1(k), A2(k) are respectively the users work throughput in responseefdbe
managed system and the management throughput in respgetsebthe management



system at an impact factér The functionf (k), respectivelyg(k), is an average value
of each response calculated from its quality of serviceatripact factok. The value
function f (k) is determined by evaluation of the performance of a systeaméged and
management ones), and may be a function of any appropristensyneasure including
delay measures (mean, variance or jitter, probability ¢dylexceeding a threshold). In
this work we will consider only the mean response tifii&) at the impact factor k,
normalized to a target valule (response time quality of service), in the following value
function [12]: L

L@

The target valud is an optional upper bound for the delay that can be specified f
an impact state to be acceptable. If we do not specify theydatget value, the value
function f (k) (respectivelyg(k)) will be the following [3]: f (k) = =%~. In this case the

Tk
productivity is given by:

3)

_ Mk _ Aa(k)

F(k)

C(k) is the cost function at the impact factarexpressed as the running cost per sec-
ond to be uniform with\; (respectivelyA,). The cost may be a function of any ap-
propriate weighted sum of resources utilization metriashsas cpu, memory and net-
work. The weight coefficients imply their importance on thamaged system. Then
C(k) = a.CPU(k) + b.Memoryk) + c.Networkk), wherea,b andc are the weights of
the resources consumed either by the managed system or thegemaent one. The
functionE(k) denote the efficiency of the managed system associated withn@act
statek, under a management profile characterized by its managgabik). The im-
pact functionMIM (k) relating the efficiency of the managed system at two differen
impact states is then defined as:
E(k)

MIM (ko, k) =1 Eko) €10,1) (5)
This is the impact function that is used through the papeg.ifituition behind our func-
tion is to capture the behavior of the performance of the madaystem. This behavior
is observed from a baseline configuration and define whiabsdh® performance of the
system is unacceptable under a management impact facweffitiencyE (ko) denote
a baseline configuration of the managed system with a \loéthe impact factor. A
way to determine the baseline configuration is to suspendaiagement activities for
a period and measure the performance of the target managgearsgiuring that period
as the baseline. In this case, the value of the manageaBildy = 0 andE(0) = 1.
Then, for the baseline configuration of the managed systeenhaseline efficiency is
equal to 1 and the impact function is given by :

___Fl9g
F (k) + G(k)
From the management efficiency aims, a managed system fidemoey managed if

its overall efficiency is maintained at a desired value sieh 4 E(k) < 1 which im-
plies that the useful work performed by the managed systeod(etivity) should grow

MIM(K) =1—E(K) = 1 - wherek > 1 6)



at least at the same rate as the management overhead (maitigg¢éa keep managed
system efficiency constant. Letdenote the value dB(k) normalized with respect to
F (k). a denotes the fraction from the managed system productititjpated to the

management activities. TheG(k) = a.F (k) and we obtairlMIM (k) = 135 Figure

2 depicts the behavior of the impact metric according to edirfashion of manage-
ability work and the managed system productivity. Wiees 1, the manageability has
the same rate as productivity and in this case we reach thedbofuthe isoeffective

management. Beyond that value, the management strateggnesdneffective.
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Fig. 2. The impact metric behavior of a linear model between maraljyaand productivity.

4.1 Computing the Impact Function

Calculation of this metric depends on the performance tigclenused to evaluate both
the performance of the managed system and the manageme#traigtical and sim-
ulation techniques are more suitable to calculate it. Thesd¢echniques are more flex-
ible [13] than the measurement technique and they can haniige variety of config-
urations of the managed system by varying the impact factdn@anagement profiles.
Their disadvantage is that they need the availability of\dizal models both for the
managed system and the management one. It is not easy ta tieai for complex
distributed systems. We define the following steps to cateuthe impact function. We
first determine the baseline performance of the target systée baseline value will
capture the performance of the system under fixed statesdéweork and scalability
values (e.g, a fixed number of users, a fixed number of regpestait of time, a fixed
number of servers, etc). By varying the baseline configomatif the managed system
we can capture its performance under different users wadktor scalability factors.
Secondly, we define the management profile of the managetbdisd system and the
impact factor. The productivity of the managed system amdntianageability of the
management one are computed as follows:

1. Fix a management profile which includes management giraterameters as de-
scribed in section 3.

2. Choose an impact factor and fix other factors.

3. Managed system productivity prediction: the produttiis computed by measur-
ing the average system throughput in number of responsesguend and the
average response time per response. Measure the runningezasecond on the



managed system. The cost is the sum of resources utilizatijpressed on a mea-
surement unit (e.g., average percent).

4. Management system manageability prediction : needsureragnt of the average
management throughput in number of management responsssqoad from the
agent and the average response time. The cost represeat&thead running cost
per second due to management activities.

5. Compute the impact function according to equation 2 ire afsuse of the value
function f (k) or equation 4 in case of use of only the response fiitig.

6. Vary the chosen impact factor value and goto the step 3.

Computing the impact metric by varying the impact factor ki an interval allows us
to find its bound value, beyond which the management highpaicts the productivity.
In that case, a stronger justification for its benefit on theral service delivery is
required. The bound value of the impact factor k corresporahtimpact metric value
equal to 0.5.

5 Experimental Assessment

To assess the applicability of our impact metric, we did giitich the context of a IMX
based management of a J2EE application server such as JBys$lie management
profile that we evaluate from the MBean server within the 3Besver is the following
management profile

— Client-Server approach,

— JMX based management,

— Monitoring task,

— Polling based monitoring by usirgetAttributeoperation.

— The JMX agent is deployed as a driver: the MBean server witienJBoss server
is implemented as the kernel of the server,

— The management instrumentation is internal and the atéritat we solicit is re-
trieved from the system. TrogetFreeMemorypperation, at the JMX level, calls the
JVM system functiorRuntime.freeMemortp retrieve the amount of free memory
in the JVM.

We take the management input workload expressed in numbiegoésts per sec-
ond as the impact factor. Previous work [15] gives us an idea realistic range for
this factor. We vary the management workload from 1 to 40Qiests/s. If we go be-
yond this value, the number of lost management requestsaserconsequently due
to timed-out RMI connections (we keep the default value ofs&bonds of the RMI
timeout).

5.1 Testbed Setup

We used a JBoss v3.2.1, running on a Sun JDK v1.4.2 and hast@8ieprocessor Pl
550MHZ with 512MB RAM, with the Slackware 9.1 operating ®rst The testbed
workstations are connected to a 100Mbps Ethernet switch t@$tbed is alone on this
network, and we can assume that network is not a limitatioremulate users activity
against the JBoss server, we use RUBIS [16] as a benchmaddhm evaluate the per-
formance of the JBoss server and to measure its productRldBis is modeled after



an auction site (eBay.com). For our experiments, we chossdéan EJB variant from
RUBIS, which is entirely based on stateless session beatritsisathe best performing
EJB variant according to [17]. For the measurements shows, ne used a steady
users workload. The number of emulated users is kept candt@@ clients) and they
have a meaithinking timeof 7 seconds. To capture the management impact, we de-
veloped an emulator management client that implementstbelynonitoring task. The
management emulator client sends a number of requestsqmerdse¢hat represents the
impact factor, by using thgetAttributeoperation exposed by the MBeanServer within
the JBoss server. We retrieve the value offleeMemonattribute from theServerinfo
MBean. In the current work, all management requests setfittie same MBean and the
same attribute. Each measurement has a duration of 15 reiantea warm-up period
of 2 minutes both for users emulator client and managemeulegar client. Our exper-
iments proceed as follows. The set of 100 emulated usersmereng. They execute
browsing-only transactions against the JBoss server.8$monse time and the average
number of responses per second is measured on the usetsectialator side. Con-
currently to users workload, the management client emutatecutes a fixed number
of getAttributerequests per second against the MBeanServer within thes X&wser.
On the management client side, we measure the number of iaeag responses per
second and the response time per request. We ussatlj&8] tool to measure the re-
source utilization (cpu,memory and network) on the JBosgeseide. Response times
measurements are taken using Bystem.currentTimeMillisghethod included in the
API of Sun’s JDK.

5.2 Experimental Results

Throughput Response time  Ressource utilization Productivity
(responses/s) (second) (average %) value

CPU Memory Network
15 0.466 a8 24 2.6 3688.84

Table 2. Results of the baseline productivity of the JBoss servdnaut any ongoing monitoring
activity and under a steady users workload (100 browsirents).

In a first step, we measure the baseline performance of thesJ8rver without
management workload and where only the users steady waoridoexecuted against
the server. Table 2 displays baseline average values diitheghput, response time and
resource utilization and their corresponding baselinepctivity of the JBoss server.
In a second step, we vary the management input workload aadurethe productiv-
ity, the manageability and the impact metric at each impactofr value. From the
plot of figure 3 we can observe a decrease of the server piivityealues due to the
high management input load and the management overheadd ththserver. The pro-
ductivity degradation from the baseline configuration, vehenly the users workload
is executed against the JBoss server, varies between 2480 foanagement requests
per second and 74% for 400 requests/s. The JBoss serverctiitydegradation is
caused by the increase of response timdg and the decrease of the throughpit)
as shown in figure 4. From figure 5, we see the increase of mahdige This is trivial,
due to the increase of the management load. Figure 6 shovirscitease of the impact
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MBean.

metric. Here we note that the management agent (the MBea@Sesm the JMX ter-
minology) of the JBoss server is the core of the applicatemer (driver model). It
is the components container for the server design leveldjmolievel). Thus, the input
management workload is executed concurrently with usesiklvad and the impact is
quickly seen.

6 Conclusion and Future Work

We defined a metric that captures the impact of a managemgfilefor strategy on the
performance of a managed system. The objective is to pravidetric that evaluates a
management strategy and enables it to support its inteadgettenvironment. Our ex-
periments confirmed that a management strategy within a gealsystem is associated
with a degradation of the overall system efficiency, whiclymat be acceptable in all
cases. Here we should note that our experiments overestirtta manageability, be-
cause we take into account a high management input rateseandeithe same value of
the running resource consumption both for computing maaiaitiy and productivity
on the server side, which explains the fast growth of the Thp@etric. A more accu-
rate analysis and estimation of the running resource atitm of manageability should
be done by using complementary techniques such as the pgafdimponent resource
consumption presented in [19]. Our impact metric is comgphutgng the measurement
technique to evaluate the performance of the managed JRBogsr.sThis technique
needs a lot of time to collect measurements to be credibleemuires available sys-
tem prototypes. Other techniques (analytical modelingraukation) are more flexible
and less time consuming than the measurement techniqueTi&y will be used for
evaluating the performance of the managed system undeea gianagement impact
factor and computing the impact metric. In this work, we eitgronly the case of a
degradation impact of management activities on the pedaa of a managed system.
We plan to investigate other cases where the impact of mamagfeactivities, such as
load balancing and admission control, might improve andntaa the performance
of a managed system. In parallel, we continue to setup angetfiormance tests of



the mannagemet plane on large sale systems e.g. Grids tivatasieploy agents and
evaluate the behavior of both manager and agent systems.
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