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Abstract. When deploying sensors in the field in order to collect useful infor-
mation, one of the most important issues is how to prolong the lifetime of the net-
work because of energy constraint of the sensors while guaranteeing that every
point in the network is covered. In this paper, we propose the formulation of in-
teger linear programming (ILP) model to find the optimal network flow in the
sensor fields in order to maximize the network lifetime while maintaining the
coverage and connectivity. By dividing the network into grid structure, the prob-
lem can become manageable in size and complexity thus can be applied to large
network with high number of nodes. The experimental results show that our pro-
posed scheme outperforms previous protocols in terms of coverage lifetime.

1 INTRODUCTION

The lifetime of sensor networks mainly depends on battery energy because sensor nodes
usually use a small battery and when they are deployed in the field, it is difficult to re-
place the battery. So, optimal usage of energy is an important issue in order to prolong
the lifetime of a sensor network. Also in sensor networks, where sensor nodes are de-
ployed to monitor an area, there is the need to guarantee that every point in the area is
covered by at least one sensor node. The following definitions are required in order to
understand the coverage problem and our proposed scheme as well.

Definition 1 The network is said to be connected if any of the active nodes can find the
path to transmit the data back to the base station.

Definition 2 The network is said to have area coverage if every point in its area is
covered of by at least one active sensor node.

Definition 3 The coverage lifetime is the time for which the network maintains area
coverage.

Definition 4 The connectivity lifetime is the time for which the network maintains con-

nectivity.
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The coverage lifetime can be considered as the time interval upto the point when the
network can not cover some area because of the death of the cell, and the connectivity
lifetime as the time interval upto the first loss of connectivity among the nodes to the
base station. By taking into account both coverage and connectivity metrics, network
lifetime is specified as the time interval during which the network still maintains area
coverage and connectivity to make the base node monitor the whole area. As shown
later in our model, since the loss of area coverage occurs always before the loss of con-
nectivity. So, we can treat the network lifetime as the coverage lifetime.

In this paper, we propose the network model that enables us to monitor the whole
sensor field as well as to maximize the coverage lifetime of the network. The proposed
network topology is a grid structure. The network is composed of grid cells and each
cell has at least one sensor node. Because each cell can be covered by one sensor node,
one node in each cell can sense the environment information of its cell and communi-
cate with other nodes in adjacent cells. Therefore, only one node in the cell is active
at once time while other nodes in the cell stay in sleep mode. The reasons we propose
such network model are 1) energy conservation and 2) simplification of optimal net-
work flow. First, because one active node in each cell can provide both area coverage
and connectivity to the network, other nodes do not need to participate in monitoring the
sensor field. Instead, they save the energy staying in sleep mode. When the active node
runs out of energy, one of the nodes in sleep mode becomes active node for the purpose
of maintaining the area coverage and connectivity. Second, grid structure can simplify
the optimization problem and network flow by considering the amount of data between
cells instead of between nodes. Since optimization problem focuses on the data flow
between cell, the problem can be manageable even if the network size or the number of
nodes increases.

Based on the proposed network model, we concentrate on finding the optimal net-
work flow among the sensor nodes that guarantee both area coverage and connectivity.
We can solve the optimization problem by analyzing the features of area coverage and
connectivity. Integer linear programming is applied to find the network flow among the
cells toward the base station to maximize the lifetime coverage of the whole network.
The constraints for the problem of integer linear programming is derived by analyzing
the features of network such as amount of data and energy consumption.

The remainder of this paper is organized as follows. We describe the related work
in section 2. Then, we discuss the coverage problem and the network model in section
3. Section 4 represents the formulation of the integer linear problem. In section 5, we
propose some application scenarios for using the proposed scheme. The experimental
results in section 6 show the advantages of the proposed scheme, and section 7 con-
cludes the paper.

2 RELATED WORK

2.1 Integer Linear Programming

Integer linear programming is a kind of operating researches. This method is used to
calculate the optimal result, from the constraints, by the using inequality equation. For



example, integer linear programming is used to get the minimal route path under the
given network topology. The integer linear programming problem can be solved in
polynomial time. And we can use the LP_SOLVE program in order to get the result
of the integer linear programming formulation.

2.2 Coverage Problem

The coverage problem can be divided into area coverage and point coverage. In area
coverage, the main purpose is to ensure that every point in the area is covered by at
least one sensor. Researches in [1] and [2] proposed algorithms to find the maximum
number of disjoint sets, such that each set of sensors can monitor the whole area. The
paper [3] represents the mechanism to select an area dominating the minimum set of
nodes, such that the selected set covers the area. The idea is to construct a connected
dominating set that ensures energy efficient area coverage.

In point coverage, the whole area is divided into discrete set of points, with the
purpose of guaranteeing that this set of points is covered. In [4], the network is divided
into discrete grid points, and the linear programming problem is formulated to find the
deployment of sensors such that every grid point is covered by at least m sensors with
minimal cost of sensors. In this paper, we focus on guaranteeing the area coverage in
order to monitor the whole sensor field during the coverage lifetime of the network.

2.3 Coverage Lifetime

Prolonging the lifetime of coverage for a sensor network is investigated under number
of works. In the case of the coverage problems [1] and [2], the main purpose of finding
the minimal disjoint set is to maximize the coverage lifetime by reducing the number of
working nodes. Only one set among all the disjoint sets wakes up and performs sensing
task at a certain point in order to reduce the energy consumption. In [4] and [5], the
network is divided into discrete grid points, and the integer linear programming prob-
lem is formulated by deciding whether to place a sensor node at each grid point so that
the number of nodes is minimal while still covering all the discrete grid points. An-
other distributed and localized protocol, using probing to select and determine the node
scheduling for energy efficient coverage, is proposed in [6].

Our proposed scheme is different from the previous coverage problems above in
that our scheme obtains the optimal network flow that prolongs the area coverage life-
time as well as maintains connectivity at the same time. Also by dividing the network
into cells, the complexity of the linear problem is reduced considerably, and thus it can
be applied to large sensor networks with huge number of sensor nodes.

3 PROBLEM DESCRIPTION

We assume that the network has the following characteristics in our proposed scheme.

— Sensor network consists of a number of homogeneous sensor nodes with identical
transmission range, sensing radius and initial energy.



— All sensor nodes in the network have identical sensing period. This means that all
sensor nodes generate the same amount of sensing data.

— The network is divided into a grid structure as shown in Figure 1. Each cell can be
covered by one sensor node, so at one time only one node in the cell is active while
all the other nodes in the cell can stay in sleeping mode.
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Fig. 1. Grid structure with gray node as the active node in each cell

— To ensure the connectivity, any sensor node in one cell must be connected to any
sensor node in one of the adjacent cells as in Figure 2. So, we can derive the relation
between transmission range and sensing range as:
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Fig. 2. The relation between transmission and sensing range

— Data gathering period can be divided into rounds, in each round, each active node
will generate the same amount of the data for sending to the base station via one or

multi hops.

— The network loses area coverage when all the nodes in any one cell are dead.



— One cell is considered at a loss of connectivity when all the adjacent cells are dead
(nodes in these adjacent cells are all dead). Thus, cell can not send the data any
more.

Since the coverage loss occurs when only one cell is dead whereas the loss of connec-
tivity is occurred when all the adjacent cells are dead, the network will lose coverage
before losing connectivity. So, the network lifetime is considered as the coverage life-
time until the first cell loses area coverage. Therefore we can define the optimization
problem as follows:

Optimization Problem Given the sensor field (divided into grid structure) and sensor
deployment, find the total data flow among the cells to maximize the lifetime until the
first cell loses area coverage (all the nodes in that cell are dead).

4 PROBLEM FORMULATION

In this section, we find the several constraints required to formulate the optimal network
flow problem. As we assumed in the problem description section, we consider all the
sensors have the same initial energy, same radio transmission and sensing range. How-
ever, we do not consider the energy consumption for sensing, since it is significantly
smaller than the energy consumption for transmission.

The constraints for optimal problem are obtained from consideration of the network
characteristics such as data flow between the cells, data flow between the cell and the
base station, and energy consumption in each cell.

The notations used in the optimization problem are described in table 1 and we have the
following constraints:

Fig. 3. Data Flow

The conservation of the total data flow at each cell i up to time T is given by
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(i=1..N, with N+1 stands for BS)



Table 1. Notations

Term Definition
N Number of cells
ki Number of nodes in cell i
Rra Radio transmission range
R, Sensing range
Data rate that each active sensor in a cell collects and generates in one
do unit of time
T Network lifetime until all the sensors in the first cell run out of energy
Eop Initial energy of each node
fij Data rate sent by node i to node j
dij Distance between node i and node j
Eomp Transmit amplifier parameter
Vij Total volume of data sent from cell i to cell j up to time T
Elee Radio dissipates to run transmitter or receiver circuitry
Cs Energy consumption cost for sensing one unit of data
Cij Power consumption cost for transmission from i to j

Ers(3,7) Power dissipated at node i when it is transmitting to node j

Erz(i,7) Power consumption for receiving

The sum of the total data generated by cell i and the total data coming into cell i is equal
to the total data coming out of cell i (from cell i to the adjacent cells and to the BS)

In the above equation, the first monomial o7’ is the amount of data sensed by cell i,
the second monomial is the amount of data coming into cell i, and the monomial at the
right side stands for the amount of data coming out of cell i. Figure 3 shows the data
flow of cell i:

The energy constraint for each cell i with k; nodes is given by

N N+1

Eee * Z Vini + Z cij Vi < ki x Ey ()
m=1 j=1
m#i i

Total energy consumption, for transmission and receiving, of cell i up to time T is less
than or equal to the total energy of k; nodes in cell i.
Since the transmission range of the nodes among cells are the same and the transmis-



sion range between a cell to the BS depends on the distance between the cell and the
BS, we have c;;=co (i=1..N, j=1..N)

In the above equation, the first monomial is the total energy consumption for re-
ceiving data in cell i during the time T, in that it is a form of multiplication of energy
consumption for receiving in one unit and the total amount of received data. At this
time, we consider there is no additional circuit to receive data, so Ej.. is enough energy
for receiving. In this manner, we can estimate that the second monomial is the total
energy consumption for transmission. The difference is that ¢;; depends on the distance
from i to j whereas Ej.. is a constant. Finally, the monomial at the right side is cal-
culated by multiplying the number of nodes in cell i and the initial energy. The Above
equation ignores the energy consumption for sensing, but we can enhance the constraint
if we want to take that into account as the following equation:

N N+1
Breex Y Vii+ Y cijVij + csqoT < ki x By
m=1 =1
m#i J#i

Constraint that all the collected data from the sensor nodes is gathered at BS

In a sensor network, all the collected data from the sensor field is gathered at the BS. In
time T, each cell generates gy T amount of data, and this data is transferred to the BS, so
the total amount of data sent directly from all the cells to the BS is equal to NgoT and
we have following constraint:

N
> Ving1=NgT 3)

=1

From (1), (2), and (3), we have the following linear programming formulation to maxi-
mize T:

N N1
Wl + D, Vs =D Vi
m=1 j=1
m#i J#i
N N+1
Bree* Y Vmi+ > ¢ijVij < ki x E
m=1 7j=1
m#i i
N
> Ving1 = NgoT
=1

T >0,V >0, Vij >0 (m = lN,l = lN,J =1.N+ 1) where T, Vmi7 ‘/ij» m=1..N,
i=1..N, j=1..N=1 are the decision variables and N, k;, qo, Eo, Ejcc, CiN+1, Cs» Co are the
constants.



Since we consider only the transmission between the cells, so the number of con-
straints and decision variables are proportional to the number of cells, not to the number
of nodes; it means that the number of decision variables is not changed as the number
of nodes increases. (The number of variables can be calculated as 1 + 5N — 4v/N, and
the number of constraints is 2N+1). The constraints can be strictly applied that T, V,,,;,
Vi; are integers, and then, we have the integer linear programming problem.

S APPLICATIONS

After deploying the sensor nodes in the field, they will self-organize, gather the infor-
mation required to formulate the problem (such as location of all the sensor nodes and
the number of nodes in the cell) and send back to the base station(BS). The BS will
formulate and solve the optimization problem based on the received information to get
the optimal network flow. The schedule of the network flow is then sent back to the
sensor nodes in each cell. Each cell will store the amount of data that is needed to be
sent to each adjacent cell or the amount of data to send to the BS; which are considered
as links for each cell with the capacity of a link being the total data to be sent on this
link. At a time, one node in a cell will be active and the counter is maintained for the
available capacity of each outward link when the active node has data to send (whether
from its own generated data or the received data). It will choose one of the available
links to send the data to, after sending the capacity of the link is reduced by the amount
of the data sent. When one node runs out of energy, the other node in cell will become
active. When all the nodes in a cell die out, the cell is considered at a loss of coverage.
The result of the linear programming problem can also be used to estimate the lifetime
of the sensor network for choosing the proper network density.

6 EVALUATION MODEL

In order to evaluate our proposed scheme, we have done simulation and compared with
PEGASIS[7], under the same condition in the aspect of network lifetime. The linear
problem is then solved using the public domain package LP_SOLVE. In the simulation
environment, we formulate the sensor field of 30*30m, 50*50m with the sensing range
of R,=10m, the number of sensors in the network is 50, 70, 100 and the BS position
is either at the corner of the field (0,0) or at remote position (15, 70). The calculation
for communication and computation energy consumption is based on the model dis-
cussed in [8]. The power consumption for transmitting is Ep,(Z,7) = ¢;; fi; and the
power consumption for receiving Egry (i, j) = Ejec fij, Where ¢;j = Ejce+ Eamp(dij)?,
Ejcc = 50nJ/bit and Eq,p = 100p.J /bit /m?.

The PEGASIS that is compared with our proposed algorithm is an efficient chain-
based routing protocol. In PEGASIS, the chain is formed among all the nodes in the
network using greedy algorithm, the data is gathered and aggregated along the chain
and then, forwarded to the BS. Here, we apply PEGASIS with the chain which is con-
structed among the active nodes of each cell in order to adopt the same condition of the



proposed algorithm. When an active node runs out of energy, the other node in the cell
is selected as the active node and is used in the chain.

The following table compares the result from the proposed scheme with PEGASIS
in terms of coverage lifetime.

Table 2. Comparison of coverage lifetime between Proposed scheme and PEGASIS

Ist loss of Ist loss of
.. cell coverage
BS position Area No. of nodes | cell coverage using
using LP 1 ppGasts
(0,0) (30,30) 15 542 443
(15,70) (30,30) 15 413 368
(0,0) (30,30) 70 1704 1161
(15,70) (30,30) 70 1477 1119
(25,75) (50,50) 50 617 455
(25,75) (50,50) 100 1137 753

The result shows that the lifetime of the network under the solution obtained from

the network flow of the LP is higher than that of the PEGASIS, in the case of low den-
sity as well as high density, and both when the BS is at the corner of the network or at
the remote position for various network sizes. The higher the density of the network,
the higher is the lifetime (which is nearly proportional to the increase in density).
The result can be concluded that the solution of LP provides the optimal network flow
as compared to the near optimal in the case of PEGASIS. Also as the number of sensor
nodes increases the number of nodes in the cell increases and the distance among the
nodes reduces, so that the lifetime of both PEGASIS and LP solution increases.

7 CONCLUSION

In this paper, we have applied the linear programming in obtaining the optimal trans-
mission flow to maximize the lifetime of coverage for the sensor network. The solution
of the problem provides the optimal network flow for the sensor networks under con-
sideration. By dividing the network into grids, with one active node at a time in each
cell to cover the whole cell, we can reduce the network flow problem to a manageable
size and thus, can scale with the network with a large number of sensor nodes. The
simulation result shows that the solution obtained provides better result than the near
optimal routing protocol PEGASIS, in both low and high density network, and also in
case, BS is at the corner or far away from the sensor field under different area size.
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