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Abstract. Prediction and classification of particular faults in rotating 
machinery, based on a given set of measurements, could significantly reduce 
the overall costs of maintenance and repair. Usually the vibration signal is 
sampled with a very high frequency due to its nature, thus it is quite difficult to 
do considerably long forecasting based on the methods, which are suitable for 
e.g. financial time series (where the sampling frequency is smaller). In this 
paper new forecasting and classification technique for particular vibration 
signal characteristics is proposed. Suggested approach allows creating a part of 
control system responsible for early fault detection, which could be used for 
preventive maintenance of industrial equipment. Presented approach can be 
extended to high frequency financial data for the prediction of “faults” on the 
market. 
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1   Introduction 

The faults in particular parts of industrial equipment could cause serious problems 
such as production losses, expensive repair procedures or even the personnel injures. 
Therefore the problem of fault analysis and prevention is very important. One of the 
main reasons of breakdowns of rotating machinery is the bearing failures. Plenty of 
papers, during the last decades, were devoted to the analysis of such kinds of faults by 
different methods of vibration analysis [11, 12, 13, 15]. The aim of this paper is to 
present the combination of forecasting and classification techniques, which could be 
used for the fault analysis and prevention. 
In case the sampling rate is measured in kHz (for the dataset used in this paper 
sampling rate was equal to 40kHz), it is possible to estimate that prediction, achieved 
by the forecasting based on the pure time signal from the vibration sensors, will be 
only some microseconds ahead, which seems to be useless in terms of practical 
applications. Therefore in order to achieve applicable prediction for overcoming the 
problem described above should be introduced. 



Let us consider the measurements obtained from rotating equipment containing ball 
bearings. Wide range of vibration analysis techniques could be used for analysis of 
the given measurements. The main idea of the traditional approaches is to analyze the 
peaks existence for particular frequencies and their multipliers (for more information 
regarding calculation of these frequencies and analysis methods [4, 5])  
This paper will be devoted to the method which could be used for estimation of some 
particular defect frequency components evolution by using the artificial intelligence 
methods. The artificial neural networks, Neural Clouds [9] (further NC) and an 
advanced method of signal decomposition would be used in this research together 
with a trick of the particular fault related features extraction from Fourier spectrum. 
It is out of the scope of this paper to describe the procedure of vibration data 
acquisition, for more information authors refer to [4]. In the following it would be 
assumed that a given time signal T  was measured using vibration sensor for some 
ball bearing based system. The measurement strategy for efficient application of the 
presented method would be proposed in the following. 

2   Preparation of inputs for the predictor 

In this section data preprocessing and the preparation of the inputs for the forecasting 
and classification algorithms will be discussed. Following the work [6], it is a very 
important and challenging problem. 
Let us divide given time sequence T into the set of equidistant sub sequences { it } so 

that the time interval between them is equal to t
)

. For the generalization of presented 
approach this procedure corresponds to the process of collecting the number of 
measurements periodically. It should be mentioned that dealing with a limited amount 
of measurements one should always remember about the tradeoff between how far 
one wants to forecast (it would be shown that it is related to the time interval between 
consequent measurements) and how many patterns one needs to make the prediction. 
For every subsequence it  the Fourier spectrum iF  is computed. Having the set of 

“consequent” Fourier spectra { } NiiF ,1=  the frequency dynamics, if any, could be 
observed. So that the monitoring of the important changes in signal frequency 
characteristic over the time can be done. This approach is related to the time 
frequency analysis (see fig. 1). Each of the obtained spectra could be used for analysis 
of the bearing conditions for the corresponding time interval. The idea here is to do 
forecasting in order to get the estimation of future spectral characteristic. In order to 
do it the particular frequency component changes over the sequence of spectra would 
be considered. 



 
Fig. 1. Data preprocessing stage illustration 

The problem is that the spectrum itself contains too many data and, moreover, not all 
these data are used for particular faults detection. Therefore it would be consistent to 
extract few features of the great importance regarding the particular type of fault from 
the overall frequency data set and to do forecasting only for them (see fig.2.). As a 
possible feature here an analogue of a crest factor measure k

jC  (see eq.1) can be 
used. 
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where if are the frequencies from selected window and M is the number of features 

for every spectrum and N  is the number of spectra. For ],1[ Mj∈∀ values 

{ }
Nk

k
jC

,1=
 form time series with a sampling rate inversely proportional to the time 

interval t
)

 introduced above. 
The overall spectrum feature extraction scheme could be described as a selection of 
important frequencies (e.g. the defect frequencies or the frequencies of particular 
interest), choosing an appropriate window around each of the frequencies, and then 
calculating the mentioned above crest factor analogues values for those windows (see 
fig. 3). Situation when the selected measure is close to 1 corresponds to the absence of 
peak within the window considered, while relatively high value corresponds to the 
existence of peak respectively. 



 
Fig. 2. Feature extraction idea. 

Finally as an input for the predictor a set of the time series { }
Nk

k
jC

,1=
 is used, each of 

them corresponds to the selected particular frequency component j  and has a 

sampling rate, defined by the time interval t
)

 determined as a gap between two 
measurements. The aim of this process is to increase the time intervals between the 
data points, without loosing the important high frequency information. 
One of the most important restrictions of the scheme presented is that all the 
measurements should be done within approximately similar conditions, such as 
rotation speed, external noise etc. Therefore one could expect that the defect growth 
will be observable within a selected frequency interval. Overcoming of this restriction 
is theoretically possible and could be considered as one of the further steps to extend 
the presented approach. 
An example of the time series { }

Nk
k
jC

,1=
 is shown at the figure 3. 

 
Fig. 3. Example of features time series we are going to predict 

Then the Empirical Mode Decomposition [1, 2, 6] (further EMD) should be used in 
order to decompose initial signal into the set of orthogonal and non correlated time 



series (modes). The sum of the modes is equal to the initial signal (with an error of 
order 10-16). Let us assume that the next state of the system will depend mainly on the 
current state of the system and depend also on few previous states with smaller 
weights (see fig.4). Therefore, the intrinsic mode functions [1, 2] at the current 
moment t  and the current state of the system with a few lagged intrinsic mode 
functions (with smaller weights) should be used as inputs for the ANN. The result is 
shown in the figure 4. 

 
Fig. 4. Visualization of all inputs for ANN 

As one can see from figure 4, some of the inputs (e.g. #6 and #7) are not of the great 
importance in comparison with the others. Nevertheless all of them have to be taken 
into account in order to avoid border effects of EMD method which could be rather 
strong [1]. Since the next state depends mainly on the current state (according to the 
assumption above) neural network have to be retrained to maintain the conditions of 
such specific process and to neglect border effects of EMD filter. 

3   Forecasting technique and predictor architecture 

Due to the fact that constructed time series are very specific, the architecture of 
predictor should be chosen properly. There are two main properties which the 
predictor should have. First one is good approximation capabilities; second one is 
presence of embedded memory, since time series represent some dynamical model. 
So far instead of simple feed-forward artificial neural network (further ANN), namely 
perceptron, which stands for the static mapping from the input to the output space (see 
fig.5. left hand side) it would be more convenient to use recurrent ANN, namely 
Elman ANN [7] (see fig.5. right hand side), since it implies the dynamic memory. 
Elman networks are also well known for their ability to extract features from time 
series. Moreover, recurrent networks are more robust in sense of over fitting, since 
this type of ANN corresponds to the so called infinite impulse response filter and 
require less parameter to describe system dynamics. Feed forward network 
corresponds to finite impulse response filter and need more parameters for mapping 
and therefore can lead to over fitting. Further the comparison of three architectures, 
namely time delay neural networks, linear regression and recurrent networks will be 
presented. 



 
Fig. 5. {xi}-input vector; {yi} – output vector; {wij} – parameters (weights), Left hand side - 
Feed forward ANN; right hand side – RNN. 

All parameters of the network, such as a number of layers and number of neurons 
were obtained from computational experiment. Number of layers was chosen to be 2. 
In each layer the number of neurons was chosen to be 40. Then the neural network 
committee which consisted of 10 ANN’s was constructed. The result over the 
committee was simple averaging of the each network outputs. The length of the data 
was chosen to be 1000 time steps (1000 points). Training algorithm for Elman 
network was chosen to be BFGS algorithm [10], for time delay neural network 
training algorithm was chosen to be Levenberg-Marquardt [14]. Results of the 
forecast are presented in figure 6. 

 

 
 

Fig. 6. One step forecast for the selected feature. The procedure was repeated 30 times to 
estimate statistical quality of prediction for one step 

As it could be noticed from figure 6 (bottom picture), non delayed forecast for the 
frequency component development (see table 1) has been obtained. Below the 
comparison of linear regression and time delay neural network (further TDNN), with 
the proposed advanced forecasting technique based on RNN (further AFT) is given.  



Table 1. Comparison of the quality of the forecast provided by different methods. 

 r  2R  MSE 
Linear regression 0,30  0,06  0,03 
TDNN 0,38 0,14 0,02 
AFT 0,66 0,30 0,01 

Table 1 gives a brief overview of the quality of the forecast for the following 
statistics: mean squared error (MSE), determination coefficient ( 2R , see eq.2) and 
correlation coefficient ( r ). 
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where iŷ  - is a forecast, iy - is a true value and iy - is an average over all training 
patterns. As one can see from table 1 AFT has a better correlation with the target than 
TDNN, and 2R  measure shows that determination of the forecast provided by AFT is 
better. The bigger determination means the lower probability of the forecast delay. 
Moreover using 2R  measure the optimal number of neurons in hidden layer could be 
estimated. The optimal number of neurons corresponds to the saturation of 2R  
measure, so that the increasing of the hidden layer does not improve the forecast. 

The forecast was performed in a same manner for all features being extracted from 
Fourier spectrum, so that for all selected signal characteristics the future values were 
obtained. By analyzing the obtained values future machine state could be estimated. 
To make the procedure of classifying the machine condition as normal or abnormal 
automatic, the usage of a novel classification technique would be proposed in next 
section. 

4   Classification technique and overall scheme 

To make process fully automatic and suitable for implementation of fault prevention 
system it was decided to add mechanism for classification. For this purpose the novel 
technique which is called “Neural clouds” [9] was chosen. Since the details of NC are 
not published at the moment, its main ideas will be briefly discussed in the following. 
The concept which stands behind the NC term consists of creating an efficient data 
encapsulation mechanism for the so called one-side classifier, using the advanced 
clustering algorithm and extended Radial Basis functions network approach. The 
basic idea of the one-side classification usage in field of condition monitoring, fault 
analysis and prevention is that the real industrial data, which could be collected on the 
plant, usually correspond to the normal conditions, while the bad data collection is 
expensive, and fault modeling is not always available. The system is trained on a 
given dataset which corresponds to the normal operating conditions of the plant and 
stands for the detection of the fluctuations from these conditions.  



The simple example of classification is shown in figure 7. Here the data points are 
displayed with circles and confidence levels are displayed with lines. The plateau on 
the fig.7 right hand side corresponds to the conditions which suppose to be normal 
with probability equal to 1 and the slopes shows how the probability decreases down 
to 0. 
After obtaining a new forecast one just “drops” or project it on the classifier (see 
fig.7.) and chooses the nearest confidence level. Then one should decide whether 
forecasted state induces alarm or not, using the simple formula: ,1 ConfPf −=  

where fP  is probability of failure and Conf  is confidence level. 

 
Fig. 7. Left hand side: Classification in 2D space for 2 selected features (normalized density), 
right hand side: classifier in 3D space (normalized density). 

The overall scheme of the system is like following: first extract features from Fourier 
spectrum, then comes AFT to provide forecast of particular Fourier spectrum features 
and NC to recognize whether the predicted state is normal or abnormal. After the 
system is trained in back testing mode, AFT has to be retrained after each step, while 
NC remains the same if the normal conditions do not change. Overall scheme is 
shown in figure 8. 



 
Fig. 8. Overall scheme of the system 

5   Conclusions and outlook 

The most of the neural network applications in the field of vibration diagnostic are 
devoted to the classification problem. In the presented paper authors made an attempt 
to apply it to the forecasting problem. The approach presented above could be 
considered as an additional part of the vibration analysis and monitoring system. 
System offers the experts a possibility to analyze the evolution of the particular 
defect, introduced by the bearings components and to perform predictive monitoring 
of the future state of the system. Additional classification stage makes the abnormal 
behavior detection process automatic. Together with a suitable measurement strategy 
it could be used for a considerably long term prediction of frequency characteristics of 
the vibration signal and therefore the prediction of the system conditions. 
According to the set of experiments it was found that the proposed technique could be 
used for the prediction of the introduced frequency features. 
As a possible extension of the suggested approach a forecasting for the additional 
values could be considered (e.g. forecasting enveloping spectrum features, some 
additional measurements and calculated statistical values (for instance kurtosis, 
skewness)). This will allow covering the forecasting of the main characteristics of 
vibration signal used for the analysis of the equipment conditions. Taking into 
account changing rotation speed one should consider as the thing of a great 
importance simplifying the data acquisition process. 
The extension of the forecasting horizon to middle range could be considered on the 
basis of the paper [8]. 
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