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Abstract. This paper aims in comparing countries with different energy 
strategies, and demonstrate the close connection between environment and 
economic growth in the ex-Eastern countries, during their transition to market 
economies. We have developed a radial-basis function neural network system, 
which is trained to classify countries based on their emissions of carbon, 
sulphur and nitrogen oxides, and on their Gross National Income. We used 
three countries representative of ex-Eastern economies (Russia, Poland and 
Hungary) and three countries representative of Western economies (United 
States, France and United Kingdom). Results showed that the linkage between 
environmental pollution and economic growth has been maintained in ex-
Eastern countries. 
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1   Introduction 

There is a general assumption that the former socialist economies failed, as regards 
environmental protection. Nevertheless, failure makes sense only if one has a success 
to oppose it with. It is interesting to see if the environmental damage associated with 
the economic growth of socialist systems is comparable with the negative externalities 
that, since the industrial evolution, have accompanied the economic development of 
Western countries. Likewise, during the transition to market economies, we should 
look for a similar development of the forces that have allowed the improvement of 
environmental performances in Western countries [15]. 

Transition to a market economy, for all its long-term rewards, has not been an easy 
process. In addition to the necessary but often difficult social, political and economic 
adjustments, the countries of Central and Eastern Europe have had to cope with the 
environmental legacy of inefficient industries, obsolete and polluting technologies, 
and weak environmental policies ([4]; [5]; [10]). 



In 1993, many serious environmental problems have been identified, several that 
directly threatened human health and required immediate and urgent attention. These 
included ([12]; [13]): 

– high levels of airborne particulates in urban and industrial “hot spots” from 
coal combustion by domestic users, small-scale enterprises, power and 
heating plants, and metallurgical plants; 

– high levels of sulphur dioxide and other air pollutants in “hot spot” areas 
from the combustion high-sulphur coal and fuel oil by these and other 
sources; 

– lead concentrations in air and soil linked to airborne emissions from industry 
and from the use of leaded gasoline; and 

– contamination of drinking water, in particular by nitrates in rural well water. 
World Bank analyses of the role of economic and environmental reforms in 

reducing air pollution levels in ex-Eastern countries have used econometric models to 
adjust for changes in GDP levels, industrial output and energy use. Overall, these 
analyses suggest that economic reforms, environmental policies, and other 
developments over the transition have produced real environmental benefits in the 
advanced reform countries, beyond emissions reductions resulting from declines in 
output and energy use. In slower reform countries, such declines appear to be the 
main factors behind the emissions reductions. If these countries were to return to 
growth without further economic reforms and effective environmental policies, their 
air pollution emissions could increase accordingly ([21]; [22]). 

 The aim of this paper is to allow us to understand the nature of environmental 
paths in socialist countries. It would be interesting to see if there is a connection 
between transition of the economies of ex-Eastern countries and environmental 
pollution, in opposition to Western economies. This analysis is based on the 
comparison of atmospheric pollutant emissions from energy use of major emission 
intensity components, using artificial neural networks (ANN). Countries are 
categorized by energy patterns. The innovative part of this research effort lies in the 
use of a soft computing machine learning approach like the ANN to predict group 
memberships of countries with different energy strategies. 

2   Materials and Methods 

We have selected three ex-Eastern countries, Russia, Poland and Hungary, and 
three OECD (Organisation for Economic Co-operation and Development) countries, 
United States, France and the United Kingdom, representative of different energy 
strategies [20]. The emissions of atmospheric pollutants in ex-Eastern countries, for 
the year 1994, were estimated from an independent study, because of the inadequacy 
of international statistics as regards ex-Eastern countries [20]. All other data are taken 
from the OECD libraries [11]. The three atmospheric pollutants under investigation 
here are carbon dioxide (CO2 measured in t/toe), nitrogen oxides (NOx measured in 
kg/toe) and sulphur dioxide (SO2 measured in t/toe). Emissions were estimated by 
four intensity components (coal, natural gas, oil, and electricity-heat). The six 
countries, and the four intensity components, resulted in 24 cases in our data. The 



Gross National Income (GNI) per capita was measured in PPP international dollars, 
i.e. a common currency that eliminates the differences in price levels between 
countries allowing meaningful volume comparisons of GNI between countries. 

Descriptive statistics for all variables are given in Table 1. 

Table 1. Descriptive statistics for all variables used in the analysis. 

  CO2 (t/toe) NOx (kg/toe) SO2 (t/toe) GNI (PPP int. $) 

Ex-Eastern 
countries 

Mean 3.5 12.7 33.0 6910 

Standard 
deviation 

1.8 9.4 38.9 982 

Minimum 2.0 2.3 0.0 6020 

 

Maximum 8.4 38.0 124.3 8210 

OECD countries Mean 3.2 11.3 19.8 21510 
 Standard 

deviation 
1.8 9.7 22.9 3503 

 Minimum 0.7 2.0 0.0 18750 
 Maximum 6.7 34.6 65.5 26230 

For the performance of the analysis, the radial-basis function (RBF) network 
model was used ([1]; [6]; [14]; [17]; [19]), from menu of the SPSS v.19 statistical 
package [8]. We specified that the relative number of cases assigned to the 
training:testing:holdout samples should be 6:2:1. This assigned 2/3 of the cases to 
training, 2/9 to testing, and 1/9 to holdout. The architecture of the developed ANN 
included three neurons in the hidden layer. The transfer functions (hidden layer 
activation functions and output function) determine the output by depicting the result 
of the distance function ([2]; [9]). The schematic representation of the neural network 
with transfer functions is given in Fig. 1. 

 



 

Fig. 1. Radial-basis function network structure. 



3   Results-Discussion 

From the analysis, 15 cases (62.5%) were assigned to the training sample, 6 
(25.0%) to the testing sample, and 3 (12.5%) to the holdout sample. No cases were 
excluded from the analysis. The number of units in the input layer is the number of 
covariates plus the total number of factor levels; a separate unit is created for each 
category of emission intensity component and GNI, and none of the categories are 
considered redundant. Likewise, a separate output unit is created for each country 
category, for a total of 2 units in the output layer. Three units were chosen in the 
hidden layer. 

Table 2 shows the practical results of using the network. For each case, the 
predicted response is the category with the highest predicted pseudo-probability. Cells 
on the diagonal are correct predictions, while cells off the diagonal are incorrect 
predictions. The RBF network gets 80.0% of the countries. In particular, the RBF 
model excels at identifying ex-Eastern countries (100.0% for the training, testing and 
holdout samples). The holdout sample helps to validate the model; here, 66.7% of 
these cases were correctly classified by the model. This suggests that the RBF model 
is in fact correct about three out of five times. The lack of correct classification for the 
OECD countries to the testing sample (0.0%) must be due to the small data set 
available, which naturally limits the possible degree of complexity of the model [3]. 

Table 2. Confusion matrix. 

Predicted 

Sample Observed 
Ex-Eastern 

country OECD country
Classified 
correctly 

Ex-Eastern 
country 

9 0 100.0% 

OECD country 3 3 50.0% 

Training 

Overall Percent 80.0% 20.0% 80.0% 

Ex-Eastern 
country 

2 0 100.0% 

OECD country 4 0 0.0% 

Testing 

Overall Percent 100.0% 0.0% 33.3% 

Ex-Eastern 
country 

1 0 100.0% 

OECD country 1 1 50.0% 

Holdout 

Overall Percent 66.7% 33.3% 66.7% 



For categorical dependent variables, the predicted-by-observed chart displays 
clustered boxplots of predicted pseudo-probabilities for the combined training and 
testing samples. The x axis corresponds to the observed response categories, and the 
legend corresponds to predicted categories. The leftmost boxplot shows, for cases that 
have observed category ex-Eastern country, the predicted pseudo-probability of 
category ex-Eastern country. The next boxplot to the right shows, for cases that have 
observed category ex-Eastern country, the predicted pseudo-probability of category 
OECD country. The third boxplot shows, for cases that have observed category 
OECD country, the predicted pseudo-probability of category OECD country. Lastly, 
the fourth boxplot shows, for cases that have observed category OECD country, the 
predicted pseudo-probability of category OECD country. 

From looking at a portion of cases in one boxplot, and the corresponding location 
of those cases in another boxplot, we determine that ex-Eastern countries are better 
classified than the OECD countries (the third and fourth boxplots are roughly 
equivalent). This was the conclusion extracted from the confusion matrix also. 

 

Fig. 2. Predicted-by-observed chart. 

 
Receiver operating characteristics (ROC) graphs are useful for organizing 

classifiers and visualizing their performance [16]. ROC graphs are commonly used in 



medical decision making, and in recent years have been used increasingly in machine 
learning and data mining research. The numbers along the major diagonial represent 
the correct decisions made, and the numbers of this diagonial represent the errors – 
the confusion – between the various classes. The true positive rate (sensitivity) of a 
classifier is estimated as: 

Positives correctly classifiedtp rate
Total positives

≈  

while the false positive rate of the classifier is: 
Negatives incorrectly classifiedfp rate

Total negatives
≈ .  

Specificity of the ROC curve is defined as: 
True negativesspecificity=

False positives + True negatives
. 

The ROC curve in Fig. 3 gives us a visual display of the sensitivity by specificity 
for all possible classification cutoffs. The chart shown here displays two curves, one 
for each category of the target variable (country category). It seems that, for each 
category, the probability that the predicted pseudo-probability of a country being in 
that category is equal for a randomly chosen country in that category to a randomly 
chosen country not in that category. 

 

Fig. 3. ROC curves. 



The cumulative gains chart in Fig. 4a shows the percentage of the overall number 
of cases in a given category gained by targeting a percentage of the total number of 
cases. For example, the first point on the curve for the ex-Eastern country category is 
approximately at (10%, 30%), meaning that if we score a dataset with the network 
and sort all of the cases by predicted pseudo-probability of ex-Eastern country, we 
would expect the top 10% to contain approximately 30% of all of the cases that 
actually take the category ex-Eastern country. The diagonal line is the baseline curve; 
the farther above the baseline a curve lies, the greater the gain. The lift chart in Fig. 
4b is derived from the cumulative gains chart; the values on the y axis correspond to 
the ratio of the cumulative gain for each curve to the baseline. It provides another way 
of looking at the information in the cumulative gains chart. 

 

  

Fig. 4a. Gains chart. Fig. 4b. Lift chart. 

4   Conclusions 

The radial-basis function neural network model that was trained to categorize 
countries, based on atmospheric pollutant emissions from energy use of major 
emission intensity components and economic indicators, appears to perform pretty 
well, considering the small number of cases (as more data is given to the model, the 
prediction becomes more reliable). The development of such models could help us to 
investigate if there is a disconnection of economic growth and environmental 
pollution, for countries that are in the process of being economically developed. The 
four components of emission intensities have generally been unfavourable to the 
environment in ex-Eastern Europe. It seems that the connection between environment 
pollution and economic growth is close in the East because of the difficulty these 
countries have in reducing their energy intensity. While OECD countries have 
gradually succeeded in disconnecting economic growth and energy consumption, the 
linkage has been maintained in ex-Eastern countries [20].  



Increasing energy prices, macroeconomic stabilization programmes, industrial 
restructuring and increasing industrial investments will force countries in transition to 
change their environmental habits [7]. However, environmental measures and foreign 
aid will not have a lasting, positive impact on the environment without the 
development of the economic, legal and social institutions of a market economy [18]. 
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