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Abstract This paper describes application of association rules in education. To make ev-
erything more clearly visible a graphic display of objects and attributes in a
lattice structure is provided. Vectors and matrices are used to reduce the com-
putational complexity while searching for association rules in the case when at
least one attribute included in the ’if’ part of the statement is known.
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Introduction

Association-rule mining is a technique for finding association and/or cor-
relation relationships among data items in large databases. Association rules
are probabilistic in nature and show attribute value conditions that occur fre-
quently together in a given dataset. The information association rules provide
is a statement in an antecedent/consequent format. The probabilistic approach
deals with statements of the form ’the presence of attributesℵ andℜ often also
involves attributeℑ’. This approach has an application in different fields such
as market basket analysis [5], medical research [9] and census data [12].

In this paper we show an application of association rules in education. A
graphic display of objects and attributes in a lattice structure is also provided.

The rest of the paper is organized as follows. Related work isdescribed
in Section 1. Some definitions and statements from formal concept analysis
and rule mining may be found in Section 1. The main results of the paper are
placed in Section 2. The paper ends with a conclusion in Section 3.
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1. Related Work

Formal concept analysis [10], [16] started as an attempt of promoting bet-
ter communication between lattice theorists and users of lattice theory. Since
1980’s formal concept analysis has been growing as a research field with a
broad spectrum of applications. Various applications of formal concept analy-
sis are presented in [11]. An excellent introduction to ordered sets and lattices
and to their contemporary applications can be found in [8].

The complexity of mining frequent itemsets is exponential and algorithms
for finding such sets have been developed by many authors suchas [4], [6],
[15] and [18].

Mining association rules is addressed in [1]. Algorithms for fast discovery
of association rules have been presented in [2], [3], and [14].

Preliminaries

A conceptis considered by itsextentand itsintent: the extentconsists of
all objects belonging to the concept while theintent is the collection of all
attributes shared by the objects [8].

A contextis a triple(G,M, I) whereG andM are sets andI ⊂ G ×M .
The elements ofG andM are calledobjectsandattributesrespectively.

ForA ⊆ G andB ⊆ M , defineA′ = {m ∈ M | (∀g ∈ A) gIm} and
B′ = {g ∈ G | (∀m ∈ B) gIm}; soA′ is the set of attributes common to
all the objects inA andB′ is the set of objects possessing the attributes inB.
Then aconceptof the context(G,M, I) is defined to be a pair(A,B) where
A ⊆ G, B ⊆ M , A′ = B andB′ = A. Theextentof the concept(A,B) is
A while its intent isB. A subsetA of G is the extent of some concept if and
only if A′′ = A in which case the unique concept of the whichA is an extent is
(A,A′). The corresponding statement applies to those subsetsB of M which
are the intent of some concept.

The set of all concepts of the context(G,M, I) is denoted byB(G,M, I).
〈B(G,M, I);≤〉 is a complete lattice and it is known as theconcept latticeof
the context(G,M, I).

An association ruleQ → R holds if there are sufficient objects possesing
bothQ andR and if there are sufficient objects among those withQwhich also
possessR [7].

A context (G,M, I) satisfies the association ruleQ → Rminsup,minconf ,

with Q,R ∈ M , if sup(Q → R) = |(Q∪R)′|
|G| ≥ minsup, andconf(Q →

R) = |(Q∪R)′|
|Q′| ≥ minconf providedminsup∈ [0, 1] andminconf∈ [0, 1].

The ratios|(Q∪R)′|
|G| and |(Q∪R)′|

|Q′| are called, respectively, thesupportand the
confidenceof the ruleQ→ R. In other words the ruleQ→ R has supportσ%
in the transaction setT if σ% of the transactions inT containQ∪R. The rule
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Table 1. Context for students groups

Preliminary knowledge Chapter 1 Chapter 2 Chapter 3

sufficient some none can cannot can cannot can cannot

Gr. 1 × × × ×

Gr. 2 × × × ×

Gr. 3 × × × ×

Gr. 4 × × × ×

Gr. 5 × × × ×

Gr. 6 × × × ×

Gr. 7 × × × ×

Gr. 8 × × × ×

Gr. 9 × × × ×

has confidenceψ% if ψ% of the transactions inT that containQ also contain
R.

2. Application of Association Rules

Students taking a course are divided in groups according to gender and re-
sults from a test. The goal is to find the association rules that relate attributes,
chosen by a lecturer, to students’ results from the test.

Group 1 (Gr. 1) - male students with score above 80% on the test
Group 2 (Gr. 2) - male students with score between 60% and 80% on the test
Group 3 (Gr. 3) - male students with score between 40% and 59% on the test
Group 4 (Gr. 4) - male students with score between 20% and 39% on the test
Group 5 (Gr. 5) - female students with score above 80% on the test
Group 6 (Gr. 6) - female students with score between 60% and 80% on the test
Group 7 (Gr. 7) - female students with score between 40% and 59% on the test
Group 8 (Gr. 8) - female students with score between 20% and 39% on the test
Group 9 (Gr. 9) - students with score less than 20% on the test.

The corresponding Hasse diagram is shown in Fig. 1.
Based on this context a binary matrixGwith rows and columns correspond-

ing to the rows and columns in Table 1 is generated. The rows inthe context
are denoted bygi, i = 1, ..., 9. An element in the matrix is set equal to 1 if the
corresponding entry in the context is marked and to 0 otherwise.

Suppose we are interested in the association rules that involve the attribute
’has sufficient preliminary knowledge’. We then choose all vectors that have
1 as their first coordinate. The obtained matrix is denoted byGi,j (in this
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Figure 1. Hasse diagram for students’ results from an implicit differentiation test

particular caseG6,1), where the value ofi shows the number of rows inGi,j

and the value ofj shows which attribute has been chosen.
This way we considerably reduce the number of any other following oper-

ations that involve the attribute ’has sufficient preliminary knowledge’ in the
’if’ part of our search. We then addg1 to each of the remaining vectors inG6,1

and thus obtainG′
6,1.

Advantage: At this point we can again reduce the number of rows inG′
6,1

by deleting all rows with 0’s and 2’s only. They are a repetition of the first
vector inG6,1 and only their number is of importance for our further work.
Such a row reduction applied in our example leads to a matrixG′

5,1 with five
rows only.

The next step is to look for positions inG′
6,1 (or in its redused version if

applicable, in this caseG′
5,1) with value 2, beginning with the first row. Those

positions indicate association rules.
The association rules that have the attribute ’has sufficient preliminary knowl-

edge’ as an antecedent are

If a student has sufficient preliminary knowledge then he/she can work
with the material in Chapter 1 and Chapter 3 with a probability 79%.
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If a student has sufficient preliminary knowledge and can work with the
material in Chapter 2 fractions then he/she can work with thematerial in
Chapter 1 and Chapter 3 with a probability 66%.

If a student has sufficient preliminary knowledge then he/she can work
with the material in Chapter 2 with a probability 59%.

If a student has sufficient preliminary knowledge and can work with the
material in Chapter 1 and Chapter 3 then he/she can work with the ma-
terial in Chapter 2 with a probability 50%.

Similar inquires will show any other association rule.

3. Conclusion

In this paper association rules in education have been used for finding corre-
lations among students’ preliminary knowledge in a course and their abilities
to work with the material in three chapters from the curriculum.
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