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Abstract This paper describes application of association rules ucatibn. To make ev-
erything more clearly visible a graphic display of objectelattributes in a
lattice structure is provided. Vectors and matrices arelusgeduce the com-
putational complexity while searching for associatioresuin the case when at
least one attribute included in the 'if’ part of the stateftnierknown.

Keywords.  E-learning, data mining
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Association-rule mining is a technique for finding assaciatand/or cor-
relation relationships among data items in large databa&esociation rules
are probabilistic in nature and show attribute value coon#t that occur fre-
guently together in a given dataset. The information ass$ioti rules provide
is a statement in an antecedent/consequent format. Thalghstic approach
deals with statements of the form 'the presence of attribit@nd® often also
involves attributel’. This approach has an application in different fields such
as market basket analysis [5], medical research [9] ancLseatheta [12].

In this paper we show an application of association ruledincation. A
graphic display of objects and attributes in a lattice strecis also provided.

The rest of the paper is organized as follows. Related wodescribed
in Section 1. Some definitions and statements from formatepnhanalysis
and rule mining may be found in Section 1. The main resulthefdaper are
placed in Section 2. The paper ends with a conclusion in @e&ti



1. Related Work

Formal concept analysis [10], [16] started as an attemptraripting bet-
ter communication between lattice theorists and userstti¢datheory. Since
1980’s formal concept analysis has been growing as a rdsdi@id with a
broad spectrum of applications. Various applications afi@ concept analy-
sis are presented in [11]. An excellent introduction to oedesets and lattices
and to their contemporary applications can be found in [8].

The complexity of mining frequent itemsets is exponentrad algorithms
for finding such sets have been developed by many authorsasugtl, [6],
[15] and [18].

Mining association rules is addressed in [1]. Algorithmsfast discovery
of association rules have been presented in [2], [3], anf [14

Preliminaries

A conceptis considered by itextentand itsintent the extentconsists of
all objects belonging to the concept while timent is the collection of all
attributes shared by the objects [8].

A contextis a triple (G, M, I) whereG and M are sets and C G x M.
The elements off and M are calledobjectsandattributesrespectively.

ForA C GandB C M, defined’ = {m € M | (Vg € A) gIm} and
B'={g€G | (Vm € B) gIm}; soAis the set of attributes common to
all the objects ind and B’ is the set of objects possessing the attributeB.in
Then aconceptof the context(G, M, I) is defined to be a pairA, B) where
ACG,BC M,A = BandB' = A. Theextentof the concept 4, B) is
A while its intent isB. A subsetA of G is the extent of some concept if and
only if A” = A in which case the unique concept of the whitls an extent is
(A, A”). The corresponding statement applies to those sulisefs) which
are the intent of some concept.

The set of all concepts of the conteX¥, M, I) is denoted byB (G, M, I).
(B(G, M, I); <) is acomplete lattice and it is known as ttencept latticeof
the context{(G, M, I).

An association rul&€) — R holds if there are sufficient objects possesing
both@ andR and if there are sufficient objects among those wthich also
possess [7].

A context (G, M, I) satisfies the association rug¢ — Rinsup,minconf:
with @, R € M, if sup(Q — R) = % > minsup, andconf(Q —
R) = ”%f?/‘ > mincon f providedminsupe [0, 1] andminconfe [0, 1].

The ratiosKQ‘Lé]f)'| and |(Q|5f?" are called, respectively, treupportand the
confidencef the rule@Q — R. In other words the rul€) — R has support%
in the transaction séf if 0% of the transactions iflr contain@Q U R. The rule
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Table 1. Context for students groups

Preliminary knowledge|| Chapter 1 || Chapter 2 || Chapter 3
sufficient some | none |ican |cannot |can [cannot fcan icannot
Gr. 1 X X X X
Gr. 2 X X X X
Gr. 3 X X X X
Gr. 4 X X X X
Gr. 5 X X X X
Gr. 6 X X X X
Gr. 7 X X X X
Gr. 8 X X X X
Gr. 9 X X X X

has confidenc&% if 1% of the transactions iffir that contain( also contain
R.

2. Application of Association Rules

Students taking a course are divided in groups accordingmoer and re-
sults from a test. The goal is to find the association rulesrtiate attributes,
chosen by a lecturer, to students’ results from the test.

Group 1 (Gr. 1) - male students with score above 80% on the test

Group 2 (Gr. 2) - male students with score between 60% and 80#heotest
Group 3 (Gr. 3) - male students with score between 40% and 59#heotest
Group 4 (Gr. 4) - male students with score between 20% and 39theotest
Group 5 (Gr. 5) - female students with score above 80% on #ie te

Group 6 (Gr. 6) - female students with score between 60% afd@0the test
Group 7 (Gr. 7) - female students with score between 40% afdd®the test
Group 8 (Gr. 8) - female students with score between 20% afd@9the test
Group 9 (Gr. 9) - students with score less than 20% on the test.

The corresponding Hasse diagram is shown in Fig. 1.

Based on this context a binary mattixwith rows and columns correspond-
ing to the rows and columns in Table 1 is generated. The rowisarcontext
are denoted by;,i = 1,...,9. An element in the matrix is set equal to 1 if the
corresponding entry in the context is marked and to O othesrwi

Suppose we are interested in the association rules thdvetoe attribute
'has sufficient preliminary knowledge’. We then choose alttors that have
1 as their first coordinate. The obtained matrix is denoted-y (in this



Figure 1. Hasse diagram for students’ results from an implicit deéfetiation test

particular casé~s 1), where the value of shows the number of rows i@¥; ;
and the value of shows which attribute has been chosen.

This way we considerably reduce the number of any otherviatg oper-
ations that involve the attribute 'has sufficient prelimip&nowledge’ in the
'if’ part of our search. We then adgj to each of the remaining vectorsd ;
and thus obtairiy;

Advantage At thls point we can again reduce the number of rows}gﬁl
by deleting all rows with O’s and 2’s only. They are a repetitiof the first
vector inGg 1 and only their number is of importance for our further work.
Such a row reduction applied in our example leads to a méttix with five
rows only. 7

The next step is to look for positions i@ 6,1 (orin its redused version if
applicable, in this casé? ) with value 2, beginning with the first row. Those
positions indicate assomaﬂon rules.

The association rules that have the attribute *has suftigieriiminary knowl-
edge’ as an antecedent are

m |f a student has sufficient preliminary knowledge then hefstin work
with the material in Chapter 1 and Chapter 3 with a probabil@%.
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m |f a student has sufficient preliminary knowledge and carkwath the
material in Chapter 2 fractions then he/she can work withntlagerial in
Chapter 1 and Chapter 3 with a probability 66%.

m If a student has sufficient preliminary knowledge then hefslin work
with the material in Chapter 2 with a probability 59%.

m If a student has sufficient preliminary knowledge and cankweth the
material in Chapter 1 and Chapter 3 then he/she can work hémia-
terial in Chapter 2 with a probability 50%.

Similar inquires will show any other association rule.

3.

Conclusion

In this paper association rules in education have been osditiding corre-

lations among students’ preliminary knowledge in a course their abilities
to work with the material in three chapters from the curnicul

References

(1]

(2]

(3]

(4]

(5]

(6]

(8]
(9]

R. Agrawal, T. Imielinski and A. Swami. Mining associati rules between sets of items
in large databasesProceedings of ACM SIGMOD international conference on rgana
ment of dataWashington, DC, USA, 207-216, 1993.

R. Agrawal, H. Mannila, R. Srikant, H. Toivonen and A.l.eNkamo. Fast discovery
of association rules. (Uthurusamy, F., Piatetsky-Shaji.o Smyth, P. edsAdvances in
Knowledge discovery of association ryl&fiT Press, 307-328, 1996.

R. Agrawal, and R. Srikant. Fast algorithm for mining esation rules.Proceedings of
the 20th very large data base conferenSantiago, Chile, 487-489, 1994.

T. Bastide,R. Taouil, N. Pasquier, G. Stumme and L. Lakhdining frequent pat-
terns with counting inferenc&IGKDD explorationsSpecial issue on scalable algorithms,
2(2):71-80, 2000.

S. Brin, R. Motwani, J.D. Ullmann and S. Tsur. Dynamicnitget counting and im-
plication rules for market basket datd&roceedings of the ACM SIGKDD international
conference on management of dafascon, AZ, USA, 255-264, 1997.

D. Burdick, M. Calimlim and J. Gehrke. MAFIA: a maximalefquent itemset algo-
rithm for transactional databaseRroceedings of the 7th international conference on data
engineering IEEE Computer Society, Heidelberg, Germany, 443-4521200

C. Carpineto and G. RomandConcept Data Analysis: Theory and Applicationdohn
Wiley and Sons, Ltd., 2004.

B. A. Davey and H. A. Priestleyntroduction to lattices and ordeiCambridge University
Press, Cambridge, 2005.

M. Delgado,D. Sanchez, M.J. Martin-Bautista and M.AlaViMining association rules
with improved semantics in medical databasastificial Intelligence in Medicing21(1-
3):241-5, 2001.

[10] B. Ganter and R. WilleFormal Concept Analysis - Mathematical foundatioSpringer

Verlag, Berlin Heidelberg, 1999.



6

[11] B. Ganter, G. Stumme and R. WilleFormal Concept Analysis - Foundations and
Applications Springer Verlag, LNCS, 3626, 2005.

[12] D. Malerba, F.A. Lisi, A. Appice and F. Sblendorio. Mg spatial association rules
in census data: a relational approadProceedings of the ECML/PKDD’02 workshop on
mining official data University Printing House, Helsinki, 80-93, 2002.

[13] N. Pasquier, T. Bastide, R. Taouil and L. Lakhal. Disming frequent closed itemsets
for association rulesProceedings of the 7th international conference on datalibsory
Jerusalem, Israel, 398416, 1999.

[14] N. Pasquier, T. Bastide, R. Taouil and L. Lakhal. Effitienining of association rules
using closed itemset lattice3ournal of Information System24(1):25-46, 1999.

[15] J. Pei, J. Han, and R. Mao. Closet: An efficient algorittammining frequent closed
itemsets.Proceedings of the ACM SIGKDD international workshop oreaesh issues in
data mining and knowledge discoveBallas, USA, 21-31, 2000.

[16] R. Wille. Concept lattices and conceptual knowledgatayns.Computers Math. Applic.
23(6-9):493-515, 1992.

[17] M.J. Zaki. Generating non-redundant associationsiuleroceedings of the 6th ACM
SIGKDD international conference on knowledge discoverydata miningBoston, USA,
34-43, 2000.

[18] M.J. Zaki and C.-J Hsiao. CHARM: An efficient algorithrarfclosed itemset mining.
Proceedings of the 2nd SIAM international conference o ahaining Arlington, VA,
USA, 34-43, 2002.



