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Abstract
This paper describes the development of a memory-based désan for

Afrikaans called_ia. The paper commences with a brief overview of Afrikaans
lemmatisation and it is indicated that lemmatisation isysega simplified pro-
cess of morphological analysis within the context of thipgra This overview
is followed by an introduction to memory-based learning e tiachine learn-
ing technique that is used in the development of the Afrikdammatiser. The
deployment oLia is then discussed with specific emphasis on the format of the
training and testing data that is used. The Afrikaans lers®ais then evaluated
and itis indicated thdtia achieves a linguistic accuracy figure of over 90%. The
paper concludes with some ideas on future work that can be wamprove the
linguistic accuracy of the Afrikaans lemmatiser.

Keywords:  Natural Language Processing, Machine Learning, LemmatisaAfrikaans,
Memory-Based Learning

1. Introduction

In 2003, a rule-based lemmatiser for Afrikaans (calRabel- “Reelgeba-
seerde Afrikaanse Grondwoord- en Lemma-identifiseBrflRule-Based Root
and Lemma Identifier for Afrikaans] was developed at the hikiest Univer-
sity and is currently included in a spelling checker for Rfrains (Afrikaanse
Speltoetser 3.0)Ragelwas developed by using traditional methods for stem-
ming/lemmatisation (i.e. affix stripping) (Porter, 1980;aldij and Pohlmann,
1994) and consists of language-specific rules for idemtifyivord-forms in
the lexicon of the spelling checker. HowevBagelcannot be considered ei-
ther a “pure” lemmatiser or a “pure” stemmer in the true sesfsine word,
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since it was developed specifically for purposes of spelingcking. In this
sense, both derived and inflected word-forms that are ndteiteixicon of the
spelling checker are analysed BRage] only until a word in the lexicon is
found, whether that word is a lemma or not (¢gntbossing” 'deforestation’
will be analysed a%ontbos” 'deforest’ and not necessarily dsos” 'forest’).
Although no formal evaluation dRagelwas done, it obtained a disappoint-
ing linguistic accuracy figure of only 67% in an evaluationsorandom 1,000
word dataset.

The purpose of this study is to develop a more “pure” lemreafisr Afrika-
ans, using an alternative approach (i.e. memory-basenitegr It is important
that Lia [Lemma ldentifier for Afrikaans] should achieve a bettegliistic
accuracy figure thaRage| and the focus and objective are therefore to achieve
a linguistic accuracy figure of at least 90%.

The following section presents background information toa pproblem of
lemmatisation for Afrikaans and briefly discusses the itifé@al morphemes
used in this study. Memory-based learning and the Tilburgnily-Based
Learner (TiMBL) (Daelemans et al., 2004) are briefly introdd in Section 3,
before discussing the actual developmeritiafat length in Section 4. Here the
focus will be explicitly on the architecture of the systemgahe representation
of the data for optimal linguistic accuracy. Section 5 digss the evaluation
of Lia, with some general concluding remarks in Section 6.

2. Lemmatisation for Afrikaans

Within the context of this study, lemmatisation is definedaasimplified
process of morphological analysis (Daelemans and Strid@Rthrough which
the inflected forms of a word are converted/normalised utigdedemma or
base-form (i.e. the simplest form of a word as it would apmesaheadword
in a dictionary (Erjavec and Dzeroski, 2004; Hausser, 1989)removing
inflectional affixes (Bussman, 1996). In this sense, lemsattn should not
be confused with stemming, which is the process wherebytéime af a word is
retrieved by removing both inflectional and derivationalrpi@emes from the
word (Gearailt, 2005; Manning and Schutze, 1999). Alsg,uiSually expected
of a lemmatiser to produce independent word forms, whileemster might
also produce dependent forms, such as roots or stems (Péssh, 2004).

Given this general background, it would therefore be nesgs® have a
clear understanding of the inflectional affixes to be remalgihg the process
of lemmatisation for a particular language. With regard foik&aans, there
is still no general agreement among Afrikaans linguists dratwthe list of
inflectional affixes should be. For instance, Combrink ()9@fects the notion
of inflection for Afrikaans altogether and describes it assaless Latinism.
On the other hand, linguists such as Du Toit (1982), Van Scfi®83), and
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Carstens (1992) have each defined their own lists of infleatimorphemes
for Afrikaans. Although there is some degree of agreemetwdsn these
lists, differences still exist. For the purpose of this studle therefore simply
accept all the inflectional categories presented by theiqusly-mentioned
three authors. These inflectional categories are:

1 Plural (e.g. thé-s” in “tafels”, 'tables’ and thée” in “mense”, ’Thumans’)

2 Degrees of comparison (e.g. ther” or “-ste” in “kleiner” 'smaller’ and“kleinste”
'smallest’)

Diminutive form (e.g. thé-jie” in “hondjie” 'puppy’)

Past Tense (e.g. tfige-" in “geloop” 'walked’)

Past Participle form (e.g. tiige- -te” in “getrapte” ‘trampled’)
Infinitive (e.g. theé-e” in “drinke” 'drink’)

” o

Attributive (e.g. thé'-e” in “pragtige” ’exquisite’)

o N o o b~ W

Partitive Genitive (e.g. thes” in “pragtigs” 'exquisite’)

Lia, or any lemmatiser for Afrikaans, should therefore be ablemove all
affixes in these eight inflectional categories, yieldingliistically correct lem-
mas. Although it seems easy, Afrikaans lemmatisation [geodye no trivial
task; it entails more than just removing the correct affixafrthe word to ob-
tain the correct lemmad.ia has to deal with a number of further complexities,
such as:

1 A rule-based lemmatiser will tend remove the suffiie erroneously in the case of
words like “jobskraaltjie” (a grass species) arfduurpootjie” (a tortoise specie), be-
cause-tjie normally indicates the diminutive form. Th4ie in these words however
does not indicate the diminutive form, as it forms part oflgrama of the word.

2 Words that contain prefixes likeange-and opge-like in “aangedryf” 'drove’ and
“opgelaai” 'picked up’ should be lemmatised by only removing the seqoredix -ge-
in the middle of the word.

” o

3 Words that are in the past participle form likegedraaide” 'screwed in’ should be
lemmatised adindraai” ’screw in’. This can be confusing, because it is differs from
the lemmatisation method described under (2) above.

4 Words that are in the past participle form that start witlge-are not lemmatised ac-
cording to the manner that other past participle form womgsl@ammatised. Only the
suffixes-de or -te should be removed during lemmatisatié@ngenooide” 'uninvited’
must accordingly be lemmatised &ngenooi”, instead of the invalid lemm&on-
nooi”.

” o

5 Due to morphonological processes, some words'fikaie” 'roads’ are not lemmatised
by just removing thee that indicates the plural form;-al should also be appended at
the end of the word during the transformation to the lemma.



The next section describes the approach taken in this mstatrainLia to
produce grammatically correct lemmas for Afrikaans words.

3. Memory-Based Learning

Previous experience witRagelproved that it is quite difficult to define ex-
pert rules for accurate lemmatisation of Afrikaans word¥s. It was there-
fore decided to take an alternative computational appraadevelopingLia,
namely a machine-learning approach, using memory-baaeuitg algorithms.
Based on Mitchell's definition of machine learning (Mitchdl997), our basic
assumption in this study can be formulated as follows:

Liais said to learn from a database of correctly lemmatised sWprelExperience),
with respect to lemmatisation (i.€ask) and the percentage of correctly lemma-
tised words (i.ePerformance Measure), if its performance at lemmatisafign (

as measured by the percentage of correctly lemmatised WBjdsnproves as
the size of the database of correctly lemmatised words is&sed E).

This implies thatLia will improve (learn) with more and more experience
(i.e. a larger and better database of correctly lemmatisedsy, so that pre-
dictions about new cases can be made based on the outcomeslaf cases
in the past (Aloaydin, 1997). In order to foster such leagniwe decided to
follow a memory-based learning approach to tiaiza

Memory-based learning is based on the classic k-NeareghBNeur (k-NN)
algorithm, which is a powerful, yet basic classificationaalthm. The assump-
tion here is that all cases of a certain problem can be rempie$as points in an
n-dimensional space, where the nearest-neighbour pantbe& computed us-
ing a distance formula (X,Y). The class (category) of a new case is assigned
by considering the classes that are most common with thesieagighbours
of the new case (Daelemans et al., 2004). It has been provbie ipast that
memory-based learning could be used with great successiforah language
processing (NLP) tasks such as lemmatisation (DaelemahsSaik, 2002;
Baldwin and Bond, 2003; Gustafson, 1999). A possible reémothis is that
each instance is viewed as equally important during thesifleation process.
(Daelemans et al., 1999).

The memory-based learning system on whiéhis based, is called TiMBL
(Tilburg Memory-Based Learner). TiMBL was specifically eé&ped with
NLP tasks in mind, but it can be used successfully for clasgifin tasks in
other domains as well (Daelemans et al., 2004).

4. Lia: Lemmatiser for Afrikaans
Architecture

The first step in the architecture bia consists of training the system with
data. During this phase, the training data is examined anidus statisti-
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Figure 1. The architecture of Lia
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cal calculations are computed that aid the system durirgsifieation. This

training data is then stored in memory as sets of data poirtie. evaluation

instance(s) are then presented to the system and theirglessiputed by in-

terpolation to the stored data points according to the salealgorithm and

algorithm parameters. The last step in the process corfigtsnerating the
correct lemma(s) of the evaluation instance(s) accordirnipe class that was
awarded during the classification process.

Data

As was mentioned earlier, machine learning systems impnatreexperi-
ence. In the case dfia, this“experience”is based on the amount of data used
during training. The assumption here is that the more Hatdnas access to
during the training phase, the better the linguistic acounaill be. The an-
notation of training data is, however, a labour-intenstimg-consuming pro-
cess, especially for resource-scarce languages suchiaakfs. The training
data for this project was extracted from the lexicon of alspelchecker for
Afrikaans that consists of 350,000 words (Afrikaanse Syddter 3.0). All the
words that correspond in form to the inflectional forms defif@ this project
were extracted. For example, both the wofgsel” 'yellow’ and “geslaap”
'slept’ were extracted during this process, because botldsvoegin with the
possible prefiX‘ge-". The lemma of‘geslaap” is “slaap” 'sleep’, but the
word “geel” 'yellow’ is already a lemma. However, it is important to also
train Lia with lemmas such dgeel” 'yellow’, since Lia should not only learn
how to lemmatise, but also when to lemmatise words and whetondr his
extraction yielded 110,000 words, of which approximatedyado not contain
inflectional morphemes.



Defining the format of the classes was an important part ofdtta-con-
struction phase. The logical way to go about the problem isstogrammati-
cally motivated classes. For example, the class of the Waoddjie” 'puppy’
should then have beejie, implying that the suffixjie should be removed from
the word to lemmatise it. This approach turns out to be probt& in some
cases, such dbeeldskone” 'beautiful’ where the correct lemma fbeeld-
skoon”. The linguistically correct class ¢beeldskone”is -e (attributive), but
simply removing are at the right-hand side dbeeldskone”will leave us with
“beeldskon”which is not a valid lemma. This problem was overcome by using
non-grammatically motivated classes as described in thietwe paragraphs.

The extracted data is annotated manually by providing thera for each
instance, after which the class of the instance is then aattoatly awarded on
the basis of a comparison between the word and the correntddmy means of
a Perl script. The classes are derived by determining theactea string (and
the position thereof) to be removed and the possible repianestring during
the transformation from word-form to lemma. The positiofishe character
string to be removed are annotatedLadeft), R (right) andM (middle). If a
word-form and its lemma are identical, the class awardeld@ii0” , denoting
the word should be left in the same form. This annotationmmehgields classes
like in column three of Table 1.

Table 1. Data preparation focia

Extracted Word-Form | Manually Identified Lemma | Automatically Derived Class
Geel'yellow’ Geel'yellow’ 0
Geslaapslept’ Slaap'sleep’ Lge>
Hondjie 'puppy’ Hond’'dog’ Rjie>
Bote’ships’ Boot’ship’ Rte>ot
Omgedraaidéturned over’ Omdraai’turn over’ MgeRde>

The class of‘geslaap” 'slept’ will be Lge>, where thel implies that the
inflectional prefiX‘ge-" should be removed on the left-hand side of the word to
lemmatise it. Accordingly, the class of the wdtabte” 'boats’ will be Rte>ot
denoting théte” at the right-hand side of the word should be replacetbby.
Words in the past participle form, for instant@mgedraaide” 'turned over’,
will receive the clas$lgeRde> meaning that thé-ge-” and the‘de” should
be removed respectively at the middle and at the right-hatedaf the word.

This method of class assignment eliminates the generatimcarrect lem-
mas like“beeldskon”, but in turn, it produces 311 different classes which also
further complicates the lemmatisation process. An exarmplga’s training
data is shown in Figure 2. The data is presented to TiMBL inrcGdrmat
(Quinlan, 1993), where each feature of each instance isatepldby a comma.



Educating Lia 7

The data is presented in a format that ensures equal amdifetstures for
each instance as this is required by TiMBL. To do this, it wasumed that
the longest possible word to be analysedLy would consist of not more
than 38 charactersAccordingly, all instances were fitted to this format and
underscores were added to words shorter than 38 charaaseran be seen in
Figure 2. Further experiments will be done to determine thtém@l amount
of features, because too many or too few features have aiveegdtuence on
Lia's accuracy. Too many features also increase the clasgificttne.

Figure 2. Training data in C4.5 format (right aligned without featpsitioning)
g.ee,l0
g.e,s,laa,p,Lge>
h,o,n,d,j,i,e,Rjie>
b,0,t,e,Rte>ot
o,m,g,e,d,r,a,a,i,d,e,Mge>Rde>

The training data was at first left-aligned, but this reslite very low ac-
curacy figures. We then realised that, since the majoritpftdctional affixes
are suffixes (only one inflectional prefige-" occurs in Afrikaans, which can
also be inserted between the preposition and stem in sedcadirticle verbs),
the training data should be right-aligned. A remarkabledase in the accu-
racy figures was achieved by the right-alignment of the datght-alignment
ensures that the suffix part of every word is always at the $aatere position,
which is not the case if the data is left-aligned.

A common mistake thdtia initially made was that the classes of words like
“geabsorbeerde™’absorbed’ (classiLgeRd¢ was confused with the classes
of words like “verdofde” 'dimmed’ (class: Rde>. The reason for this is
that the letters of the inflectional prefge-was at different feature positions
for different instances when the data was right-alignede $ame confusion
was experienced with words that were in the past participienf The suc-
cess achieved by right-alignment of the data lead us to ddéfmeoncept of
“feature-positioning”, in order to reduce the amount offosion experienced.

Figure 3. Training data in C4.5 format (right aligned with feature itioging)
g.e el,0
g.e s,l,a,a,p,Lge>
h,o,n,d,j,i,e,Rjie>
b,o.t,e,Rte>ot
o,m g.e d,ra,a,i,d,e,Mge>Rde>

Feature-positioning implies that all words containing thessible prefix
“ge-" , is treated like'geslaap” 'slept’ in Figure 3, or alternatively likkomge-
draaide” 'turned-over’ when'‘-ge-" is inserted in a participle verb. Feature-
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positioning ensures that similar features are always efigti the same feature-
positions and thereby eliminates any confusion that maearThe accuracy
gained by the use of feature-positioning is presented imétxe section.

A dataset consisting of 56,000 words was randomly extracted the orig-
inal dataset of 110,000 wordsThis dataset was annotated as described above,
then manually checked by linguists, after which it was usettdin Lia for
evaluation purposes.

5. Evaluation of Lia

Table 2. Comparison of the results obtained with Right-Aligned dzga Feature-Positioned
Right-Aligned data

Right-Aligned % Error
Right-Aligned with feature-positioning Reduction

Dataset 1 88.9027 90.9285 18.2549
Dataset 2 89.3118 90.8945 14.8080
Dataset 3 89.2051 91.3036 19.4397
Dataset 4 88.4225 91.1242 23.3358
Dataset 5 89.4185 91.7823 22.3390
Dataset 6 88.6893 91.3925 23.8995
Dataset 7 88.8672 90.8929 18.1958
Dataset 8 88.3514 90.6261 19.5277
Dataset 9 89.2228 91.3569 19.8020
Dataset 10 88.6893 90.7862 18.5391
Average 88.9081 91.1088 19.8141

The IB1 algorithm was used in this section to verify if an aeoy figure of
90% is attainable. IB1 is the basic instance-based algoriteed in TIMBL
and its operation is similar to the basic k-NN algorithm. Bigorithm param-
eters used were determined through the use of the softwat@agaParam-
search 1.Qvan den Bosch, 2005paramsearctprovides a (possibly optimal)
set of algorithm parameters that are expected to do well erask at hand.
The parameters th®aramsearclyielded were:

Distance Metric: Modified Value Difference Metric
Feature Weighting: Information Gain

Nearest Neighbour Count: 11

Class voting weights:Inverse Linear

Table 2 shows a comparison of the linguistic accuracy figioethe cases
where the data is right-aligned, compared to the cases Vidmtge-positioning
is used. The evaluation was done by means of ten-fold cralgdation. This
means that the available data is split into ten equally spsets. Each of the
parts is then used as an evaluation set while the remainireysgts are used
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as training data. The results for each set are displayed hife T together
with the resulting percentages of error reduction obtaimkdn using feature-
positioning. The error reduction is measured as the peagendf errors that
was saved by using feature-positioning data.

As was stated in the introduction, one of the aims of thisystado develop
a lemmatiser for Afrikaans, with an accuracy score of attl&€880. Table
2 shows that this objective is indeed achieved by the intton of right-
aligned, feature-positioned data, which results in anayeaccuracy figure
of 91.1088%. Table 2 also indicates that the use of rigigreli, feature-
positioned data results in an average error reduction &119.%.

6. Conclusion

The evaluation shows that an average linguistic accura88.@801% is ob-
tained by trainind-ia with 56,000 words. A further improvement to 91.1088%
is achieved by using feature-positioned data. The obgabivthis paper,
namely obtaining an accuracy score of at least 90%, was ssfctly reached.
Compared to the 67% accuracy figure Rage| this indicates that memory-
based learning provides a suitable alternative to a rubedbapproach consid-
ering the problem of lemmatisation for Afrikaans. This atemfirms the con-
viction of Streiter and De Luca (2003) that example-basqut@grhes (such
as memory-based learning) offer an effective processiagesty for resource-
scarce languages.

However, there is still much that can be done to improve thelte obtained.
Future work includes experimenting with different ways afalrepresentation
to see if further improvements in linguistic accuracy caati@eved. Memory-
based learning algorithms are also very sensitive to clsing@eir parameter
settings; experiments will therefore be done to determimeeaigorithm and
optimal combinations of parameter settings to deliver ¢ performance for
this particular task. We will also investigate why certaiminational settings
deliver better results than other.
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Notes

1. Less than 0,1% of the words in the training set consist akrtttan 38 characters.
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2. Section 5 indicates that 56,000 words are enough datdfaming the desired linguistic accuracy.
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