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Abstract: Human computer interaction is concerned in the wsaydhumans) interact
with the computers. Some users can interact with the compsieg the
traditional methods of a keyboard and mouse as the main inpuéslevid the
monitor as the main output device. Due to one or anotherrres@me users
are enable to interact with machines using a mouse and keyboacd, de
hence there is need for special devices. If we use computeofe time it is
really difficult to sit on the chair, keeping hands continuouslyhe keyboard
or mouse and keep watching the monitor.

To relax our body and interact comfortably with computer, wednsome
special device or method, so that computer will understand aceptac
commands without keyboard or by clicking mouse.

Speech Recognition System helps users who are unable todiSerta Input

and Output (I/O) devices. Since four decades, man has been drdanang
"intelligent machine” which can master the natural speech.slrsiihplest
form, this machine should consist of two subsystems, nametgpnfatic

Speech Recognition (ASR) and Speech Understanding (SU). Thef g&iR

is to transcribe natural speech while SU is to understand thrimgeof the
transcription. Recognising and understanding a spoken sentenceoissbpsi
knowledge-intensive process, which must take into account akhbia
information about the speech communication process, from &moust
semantics and pragmatics
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1. INTRODUCTION

Speech is one of the oldest and most natural meainsoaiation exchange
between human beings. We, as humans speak and liseachoother in
human-human interface. The speech generation and paydwststem is
described in following figure.
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Fig.: Speech Generation and Production system.

Voice/speech recognition is a field of computer s@eticat deals with
designing computer systems that recognize spoken witrdgsa technology
that allows a computer to identify the words that es@e speaks through a
microphone or telephone.

Speech recognition can be defined as the processneérting an acoustic
signal, captured by a microphone or a telephone toaf seirds.

Automatic Speech Recognition (ASR) is one of theeftstieveloping fields
in the framework of speech science and engineehmghe new generation
of computing technology, it comes as the next majoovation in man-
machine interaction, after functionality of Text-Tpegch (TTS), supporting
Interactive Voice Response (IVR) systems.

Nowadays, the statistical techniques prevail over ASPRplications.
Common speech recognition systems, these days cagnize thousands of
words. The evolution of ASR, has improved its scopeaplications in
many aspects of daily life, for example, telephone egipdins, applications
for the physically handicapped and illiterates andyrmathers in the area of
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computer science. Speech recognition is considereth agut as well as an
output during the Human Computer Interaction (HCI) desifCl involves
the design implementation and evaluation of intevacsystems in the
context of the users’ task and work

2. SPEECH RECOGNITION TECHNIQUES

Speech recognition techniques ar e as follows:

. Template based approaches matching: Unknown speecbmpared

against a set of pre-recorded words (templates)darao find the best
match. This has the advantage of using perfectly ateword models.
But it also has the disadvantage that pre-recordeplates are fixed, so
variations in speech can only be modeled by using nemplates per
word, which eventually becomes impractical. Dynammgetiwarping is

such a typical approach.

In this approach, the templates usually consist of septative

sequences of feature vectors for corresponding wdrls. basic idea
here is to align the utterance to each of the templairds and then
select the word or word sequence that contains tls¢ Ib@®r each
utterance, the distance between the template andbderved feature
vectors are computed using some distance measure asd lkbcal

distances are accumulated along each possible alignpzht The

lowest scoring path then identifies the optimal ahgnt for a word and
the word template obtaining the lowest overall scdepicts the

recognised word or sequence of words.

Knowledge based approaches: An expert knowledge alaoigtions in

speech is hand coded into a system. This has thentde of explicit
modeling variations in speech; but unfortunately such e&Xpawledge

is difficult to obtain and use successfully.

Thus this approach was judged to be impractical araimatit

learning procedure was sought instead.

Statistical based approaches: In this variatiepeech is modeled
statistically using automatic, statistical learninggadure, typically the
Hidden Markov Models (HMM). The approach represents carrent

state of the art. The main disadvantage of steisthodels is that they
must take priori-modeling assumptions, which are liabte be

inaccurate, handicapping the system performance. éamrgears, a new
approach of challenging problems of conversational spesmognition

has emerged, holding a promise to overcome some rherdal
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limitations of the conventional Hidden Markov ModdHMM)
approach.

This new approach is a radical departure from the duHifM-based
statistical modeling approaches. Rather than usingrge Inumber of
unstructured Gaussian mixture components to account for the
tremendous variations in the observable acoustic dhthigbly co-
articulated spontaneous speech, the new speech modelhéva
developed provides a rich structure for the partiallyeolked (hidden)
dynamics in the domain of vocal-tract resonance

iv. Learning based approaches: To overcome the distatya of the HMMs,
machine learning methods could be introduced such @slneetworks
and genetic algorithm / programming. In these maekgarning models,
explicit rules or other domain expert knowledge needoeogiven. They
can be learned automatically through emulations or ugeobry
process.

v. The artificial intelligence approach attempts techanise the recognition
procedure according to the way a person applies hidigaeiee in
visualizing, analysing, and finally making a deamsion the measured
acoustic features. Expert system is used widely iratiyisoach.

3. MATCHING TECHNIQUES

Speech-recognition engines match a detected word to a known word
using one of the following techniques.

i. Whole-word matching: The engine compares thenmeg digital-audio
signal against a pre-recorded template of the wohis Technique takes
much less processing than sub-word matching, but itresgtine user (or
someone) pre-record every word that will be recoghifgometimes
several hundred thousand words). Whole-word temp&sesrequire large
amounts of storage (between 50 and 512 bytes per wordyeapdaatical
only if the recognition vocabulary is known when thpplication is
developed.

. Sub-word matching: The engine looks for sub-wongsally phonemes
and then performs further pattern recognition. Thtdrgue takes more
processing than whole-word matching, but it requireshmass storage
(between 5 and 20 bytes per word). In addition, the praéeime of the
word can be guessed from English text without requittieguser to speak
the word beforehand. On discussing the researcheimitba of automatic
speech recognition, it has been pursued for the leest tlecades, that only
whole-word based speech recognition systems have fpuactical use
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and became commercial successful. Though whole-wordcelsmdicame
successful but the researchers mentioned that, tHegudter from two
major problems, i.e. co-articulation problems and reggira lot of
training to build a good recognizer.

4. BUILDINGANAPPLICATION BASED ON
SPEECH INTERFACE

For building an application based on Speech Interface we need to
follow following steps:

Speech

Feature
Extraction

v

Probability
Estimation

v

Decoding

v

L anguage
M odels

v

Recognised Sentences
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4.1 |Input

Accept commands through Microphone.

4.2 Feature Extractions And Feature Matching

Feature extraction is the process that extracts a smaunt of data
from the voice that can later be used to represehtgaeech.

Feature matching involves the actual procedure toifgeiie unknown
speech by comparing extracted features from his/hee vaguit.

All speech recognition systems have to serve twbndisished phases.
The first one is referred to as enrollment sessmnsaining phase while
the other is referred to as operation sessionstingephase

4.2.1 Speech Feature Extraction

The purpose of this module is to convert the speechfarawdo some
type of parametric representations for further analgsid processing.
This is often referred to as the signal-processiogt fend.

A wide range of possibilities exists for parametrical®ypresenting the
speech signal and the speech recognition task, subhebhs~requency
Cepstrum Coefficients (MFCC), Linear Prediction CgdifPC) and
many more.

4.2.2 MFCC modd :

MFCC'’s are based on the known variation of the huesrs critical
bandwidths with frequency, filters spaced linearlyoat frequencies and
logarithmically at high frequencies have been usedcdpture the
phonetically important characteristics of speech. Thiexpressed in the
mel-frequencyscale, that is linear frequency spacing below 1000 Hz and
a logarithmic spacing above 1000 Hz.

4.2.3 LPC Mode

Linear Predictive Coding (LPC) is one of the mosiv@dul speech

analysis techniques and is a useful method for engagliality speech at
a low bit rate. It provides accurate estimates of @pparameters and
efficient for computations. It is a speaker and textlependent,

normalized speech model and therefore LPC is mortaldeifor this

type of application.
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4.3 Training and Matching

In this part, by providing the Artificial Intelligend® the machine it is
trained to match new sample of data with the tragaedples.

4.3.1 Artificial Neural Networks

Neural Networks are often used as a powerful discrimigpeclassifier
for tasks in automatic speech recognition. They lsveral advantages
over parametric classifiers. However, there areddisatages in terms of
amount of training data required and length of trgntime. The
FeedForward BackPropagation model is commonly usedaditomatic
speech recognition process.

4.3.2 Hidden Markov Modd:

In the context of statistical methods for speech geition, Hidden

Markov Models (HMM) have become a well known and eldused

statistical approach to characterize the spectral pgiepasf frames of
speech. It is a probabilistic model. As a stochastidathy tool, HMMs

have an advantage of providing a natural and higeliable way of

recognizing speech for a wide variety of applicatiodsice the HMM

also integrates well into systems incorporating rmition about both
acoustics and syntax, it is currently the predomiagprroach for speech
recognition.

4.4 Text-to-Speech (Speech Synthesis)

After getting the results finally text results are wented into speech and
outputted through speakers.

5. PROBLEMSIN DESIGNING SPEECH
RECOGNITION SYSTEMS

ASR has been proved, that it is not an easy task.n¥die challenge in the
implementation of ASR on desktops is the current exigteof mature and
efficient alternatives, the keyboard and mouse. i phst years, speech
researchers have found several difficulties thatrashtwith the optimism of
the first speech technology pioneers. According tg Reddy, in his review
of speech recognition by machines says that the prehlerdesigning ASR
are due to the fact that it is related to so mahgrotields such as acoustics,
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signal processing, pattern recognition, phoneticgyuistics, psychology,
neuroscience, and computer science. And all these p®blean be
described according to the tasks to be performed.

Vi,

Number of speakers: With more than one speakeASR system must
cope-up with the difficult problem of speech variabilityorfr one
speaker to another. This is usually achieved throughutie of large
speech database as training data.

Nature of the utterance: Isolated word recognitimposes on the
speaker the need to insert artificial pause betweeressige utterances.
Continuous speech recognition systems are able to cop&tupatural
speech utterances in which words may be tied togetietmay at times
be strongly affected by co-articulation. Spontaneouscipsscognition
systems allow the possibility of pause and false siartbe utterance,
the use of words not found in the lexicon etc.

Vocabulary size: In general, increasing the sife the vocabulary
decreases the recognition scores.

Differences between speakers due to sex, age)teamog so on.
Language complexity: The task of continuous speechgnezers is
simplified by limiting the number of possible utteranchesotigh the
imposition of syntactic and semantic constraints.

Environment conditions: The sites for real apgiions often present
adverse conditions (such as noise, distorted sigmal,transmission line
variability) that can drastically degrade the sysparformance.

6. CONCLUSION

The dream of a true virtual reality, a complete hunamguter
interaction system will not come true unless we toy give some
perception to machine and make it perceive the outgidiel as humans
do. Machine perception comes before any intelligentstesy
consideration.

Speech understanding by the machine and interactitig the human
like human-to-human will be the real interface for hoft@machine
interaction.

The Speech interface will be a boon for physically lehged people,
aged people and people having computer operation phobia.

Such applications can be further developed in diffeemguages.
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