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 Abstract. This paper proposes a new backoff algorithm for a CSMA/CA 
protocol and an analytical model computing the saturation throughput and delay 
of the scheme. The scheme differs from the standard backoff schemes in that 
the backoff time is not uniformly chosen in the contention window interval  
which results in reduced collision probability under high loads. Numerical 
analysis shows that saturation throughput and delay of the proposed scheme 
outperform the earlier approach. 

1. Introduction 

In IEEE 802.11 carrier sensing is performed both at the physical layer and MAC 
layer, which is also referred to as physical carrier sensing and virtual carrier sensing, 
respectively. The PCF is a polling-based protocol, which was designed to support 
collision free and real time services. This paper focuses on the performance and delay 
analysis and modeling of a new scheme for DCF in IEEE 802.11 wireless LAN. 

There are two techniques used for packet transmission in DCF. The default one is a 
two-way handshaking mechanism called basic access method. The optional one is a 
four-way handshaking mechanism, which uses RTS/CTS frame to reserve the channel 
before data transmission. This mechanism has been introduced to reduce performance 
degradation due to hidden terminals. However, it has some drawback of increased 
overhead for short data frames. 

According to the CSMA/CA protocol, if the medium is busy, the station has to wait 
until the end of the current transmission. It then waits for an additional DIFS time and 
then generates a random backoff interval before transmitting a frame. The backoff 
counter is decremented as long as the channel is sensed idle. The station transmits a 
frame when the backoff time counter reaches zero. The initial value of the backoff 
counter is randomly chosen in the contention window (0, w-1). At the first attempt, w 
= W0, the minimum size of the contention window. After each unsuccessful 
transmission, w is doubled, up to a maximum value within which the backoff counter 
value is again randomly selected with uniform distribution.  

As more stations are added, the new contention window size due to collisions is 
doubled and chosen randomly in (0, w-1).  In such a case, there is a good chance for 
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the collided station to select smaller value and thus increasing the possibilities of 
collisions with existing nodes with small values of backoff counters, which results in 
degrading performance. 

With this observation in mind, we propose a new scheme deciding the contention 
window size and procedure decrementing the backoff counter, which gives 
preferences to the active nodes over colliding nodes to reduce the collision probability 
and thereby improving the throughput. This is the main contribution of the paper, 
which is to be detailed later. 

In recent year, modeling of IEEE 802.11 has been a research focus since the 
standard has been proposed. In the literature, performance evaluation of IEEE 802.11 
has been carried out either by means of simulation [3][12][13] or analytical models 
with simplified backoff rule assumptions. In particular, constant or geometrically 
distributed backoff window was used in [4][5], while [6] considered an exponential 
backoff limited to two stages by employing a two dimensional Markov chain analysis. 
This paper investigates the performance of the new proposed scheme in terms of 
throughput and delay. Then comparing with other models, we demonstrate the effect 
of the proposed mechanism on network performance.  

The rest of the paper is organized as follows. Section 2 briefly describes the DCF 
of IEEE 802.11 MAC protocols and an analytical model computing the saturated 
throughput and delay of 802.11 is proposed. Section 3 evaluates the proposed scheme 
and compares it with earlier models. Finally, Section 4 concludes the paper. 

2. Analysis of DCF 

In this paper we concentrate on the analytical evaluation of the saturation throughput 
and delay, which is described in [7][8][10][11][12][14]. These fundamental 
performance figures are defined as the throughput limit reached by the system as the 
offered load increases, and the corresponding delay with the load that the system can 
carry in stable condition. 

One of key contributions of this paper is to derive an analytical model of the 
saturation throughput and delay, in the assumption of ideal channel conditions (i.e., 
no hidden terminals and capture [9]). In addition, the Markov model in [8] does not 
consider the frame retries limits, and thus it may overestimate the throughput of IEEE 
802.11. With this observation, our analysis is based on a more exact Markov chain 
model [11] taking into the consideration of the maximum frame retransmission limit. 
We assume a fixed number of wireless stations, each always having a packet available 
for transmission. In other words, the transmission queue of each station is assumed to 
be always nonempty. To ease comparison with the model in [11], we use the same 
symbols and variables as in [11]. The analysis is divided into two parts. First, we 
examine the behavior of a single station with a Markov model, and obtain the 
stationary probability τ that the station transmits a packet in a generic slot time. This 
probability does not depend on the access mechanism employed as shown in [8]. 
Then, we express the throughput and delay of both Basic and RTS/CTS access 
method as a function of the computed value τ. 
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2.1 Markov Chain Model 
We employ the same assumptions in [11] for our analysis. Consider a fixed number n 
of contending stations. In saturation condition, each station has a packet immediately 
available for transmission after the completion of each successful transmission. 
Moreover, being all packets consecutive, each packet needs to wait for a random 
backoff time before transmission. 

Let b(t) be the stochastic process representing the backoff time counter for a given 
station at slot time t. A discrete and integer time scale is adopted: t and t+1 
correspond to the beginning of two consecutive slot times and the backoff time 
counter of each station decrements at the beginning of each slot time [8]. Let s(t) be 
the stochastic process representing the backoff stage (0, … , m) of the station at slot 
time t. As in [8][11], the key conjecture in this model is that the probability  that a 
transmitted packet collides is independent on the stage s(t) of the station. Thus, the bi-
dimensional process {s(t), b(t)} is a discrete-time Markov chain, which is shown in 
Fig. 1. 

p

 
Fig. 1. The Markov Chain model of the new backoff window scheme. 

 
This paper uses all the parameters assigned for Direct Sequence Spread Spectrum 

(DSSS) PHY in 802.11, for the comparison with the model in [11]. In DSSS, CWmin 
and CWmax are set to 31 and 1023, respectively. Therefore, we have 
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Where W = (CWmin +1), and 2m W′ = (CWmax+1). Thus for DSSS, we have . 5m′ =
In the IEEE 802.11 backoff procedure, backoff time is randomly chosen between 

[0, Wi -1], where Wi is a contention window at backoff stage- . Fig. 2 and Fig. 3 show 
the configuration of backoff counter for backoff stage i =0 and i =1, respectively. 
This scheme is to reduce the possibility of collision by letting each station get a 
different range of contention window. The motivation behind choosing a non-
uniformly distributed contention window counter value is as follows. For example, a 
station which transmits a packet successfully generates new backoff time counter 
value from CW

i

0 (0~31). If a station cannot transmits a packet due to collision, it 
moves to the next backoff stage and generates a backoff time counter value from 
CW1(0~63) as shown in [1][8][11]. As a result, there is still a good chance for two 
stations having the same backoff time counters in which collision may occur when 
counter reaches zero again since the window size values are integers and multiple of 
some basic time slot value. 

We thus propose new backoff time counter selection scheme. Unlike the schemes 
in [1][8][11], we give preferences to the stations actively competing with the colliding 
stations within current contention window for it, the contention window is constructed 
non-uniformly as follows: 

[ 1]              0i i iCW   R , W -  i m= ≤ ≤  
Here, if a station transmits a packet successfully in backoff stage-0, R0 = 0. 
Otherwise, there is a busy channel to incur collision and thus sets a contention 
window to [Wi/2,  Wi -1] rather than [0 , Wi -1].  In other words, 

Ri = Wi/2                   1 ≤  i  ≤ m 

Comparing with the example above, the proposed scheme adapts a different 
mechanism for selecting backoff time counter value. The station then moves to the 
next backoff stage, generating backoff time counter from CW1 (32~63). This 
approach will reduce the probability of each station choosing the same backoff time 
counter value. Fig. 4 shows exponential increment of CW for the proposed backoff 
time counter scheme. 

 

 
Fig 2. CWi when backoff stage =0. i
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          Fig. 3. CWi when backoff stage i =1 

 
Fig. 4. The backoff counter range with the proposed scheme. 

In order to validate and analyze the proposed scheme, we employ the same Markov 
chain models and assumptions in [11]. 

Here, the only non-null one-step transition probabilities are 
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The first equation in (2) accounts for the fact that, at the beginning of each slot 
time, the backoff time is decremented. The second equation accounts for the fact that 
a new packet following a successful packet transmission starts with backoff stage-0. 
In particular, as considered in the third equation of (2), when an unsuccessful 
transmission occurs at backoff stage-( -1), the backoff stage number increases, and 
the new initial backoff value is randomly chosen in the range ( / . This is 
different part from others in [8][10][11]. Finally, the fourth case models the fact that 
when the backoff stage reaches the maximum backoff stage, the contention window is 
reset if the transmission is unsuccessful or restart the backoff stage for new packet if 
the transmission is successful. 

i
2, 1i iW W −
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The stationary distribution of the Markov chain is defined as 
. Using chain regularities in steady state, we can derive 

the following relations. 
, lim { ( ) , ( ) }i k
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If a backoff time value k  of a station at stage-i is selected among 
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With (4) and transitions in the chain, equation (5) can be simplified as  

* 0, ,0b b ii k iγ= ≤ ≤  (6) 

By using the normalization condition for stationary distribution, we have 
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(7) 

Let τ be the probability that the station transmits a packet during a generic slot 
time. A transmission occurs when the backoff window is equal to zero. It is expressed 
as: 

1

,0 0,0
0

1

1

mm

i
i
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b b
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+

=

−
= =

−
∑  

(8) 

Then, using equation (1), (6) and (7), b is computed as 0,0
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In the stationary state, a station transmits a packet with probability τ, so we have 

11 (1 )np τ −= − −  
(10) 

Therefore, equation (8), (9) and (10) represent a nonlinear system with two 
unknowns τ and p, which can be solved using numerical method. We must have 

(0,1)τ ∈ and . (0,1)p∈
Since the Markov chain of Fig. 1 is a little different from that of [8] and [11], the 

result obtained for b0,0 is different from that in [8] and [11]. Similarly, different τ and 
p . 

2.2 Throughput Analysis 
Once τ is known, the probability Ptr that there is at least one transmission in a slot 
time given n wireless stations, and the probability Ps that a transmission is successful 
are readily obtained as 

1 (1 )n

trP τ= − −  
(11) 

1 1(1 ) (1 )

1 (1 )

n n

s n

tr

n n
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τ τ τ τ
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(12) 

We are finally in the position to determine the normalized system throughput, S, 
defined as the fraction of time the channel is used to successfully transmit payload 
bits, and express it as a fraction of a slot time 

[ p aylo ad in fo m atio n transm itted in  a  s lo t tim e]

[len g th  o f a  s lo t tim e]

[ ]

(1 ) (1 )
s tr

tr s tr s s tr c
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E

P P E P

P P P T P P Tσ
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=
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(13) 

Where E[P] is the average packet length, Ts is the average time the channel is 
sensed busy because of a successful transmission, Tc is the average time the channel is 
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sensed busy by the stations during a collision, and σ is the duration of an empty slot 
time. The times E[P], Ts  and Tc  must be measured in slot times. 

Let packet header be H = PHYhdr + MAChdr and propagation delay be δ. Then we 
must have the following expression for ACK timeout effect, which are same as in 
[11]. 

*

[ ]

[ ]
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s
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c

T DIFS H E P SIFS ACK

T DIFS H E P SIFS ACK

δ δ= + + + + + +

= + + + +





 
(14) 

Where bas means basic access method and E[P*] is the average length of the 
longest packet payload involved in a collision. In our cases, all the packets have the 
same fixed size, E[P] = E[P*] = P. 

For the RTS/CTS access method,  
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(15) 

We suppose collision occurs only between RTS frames and consider only the CTS 
timeout effect. 

2.3 Delay Analysis 
The delay discussed here refers to the medium access delay; it includes the total time 
from a station beginning to contend the channel for a transmission to the data frame 
being transmitted successfully. The delay represents the interval during which two 
contiguous data frames in a station are transmitted successfully. 

Let D be the delay defined above. Then D is computed as  

s s c slotD T D D T= + + +  (16) 

In equation (16), Ts is the time for a successful transmission, Ds is the average time 
the channel is sensed busy because of successful transmission by other stations, Dc is 
the average time the channel is sensed busy because of collisions, Tslot is the total time 
of idle slots, which includes the total backoff time of successful transmissions and 
collisions by each station. 

During the interval of two contiguous successful transmissions in a station, the 
time for a successful transmission in each other station is TsNs, where Ns is the 
number of successful transmissions by other stations. For a long enough period time, 
each station transmits data frame successfully with the same probability. Therefore, 
during two contiguous successful transmissions in one station, each station must have 
a successful transmission. We have Ns= n-1. Then we obtain 

( 1s sD T n )= −  (17) 

Let Pc be the probability that a collision occurs on the channel, which is 
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1c sP P= −  
(18) 

Let Nc be the number of contiguous collisions, and we have 

{ } (1 ) 0,1, 2,i i
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The mean of Nc is 
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Now consider the whole network. There are E[Nc] contiguous collisions between 
two random contiguous successful transmissions. According to the analysis above, 
there are n successful transmissions in the period of a time D. Therefore, we have, 

1

1

1 (1 ) (1 )
[ ]

(1 )

n n

c c c n

n
D nE N T T

τ τ τ

τ τ

−

−

− − − −
= =

−
c

.

 
(21) 

Let Nslot be the number of contiguous idle slots in a backoff interval, then 

{ } (1 ) 0,1,2,i

slot tr trP N i P P i= = − =  
(22) 

The mean of Nslot is 
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Since there is a backoff interval before each successful transmission or collision 
and n successful transmissions and Nc collisions in the period of time of D according 
to the analysis above, the total time of idle slot is 

1
( [ ] ) [ ]slot c slotT E N n E N

τ
σ σ

τ

−
= + =  

(24) 

Using equation (14)-(17), (21) and (24), we can get the medium access delay as 
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3.  Numerical Results 

We assume each station has enough data to send to obtain the saturation throughput 
with the new backoff scheme. We change the number of stations to check the effect of 
throughput degradation due to increased collision probability. 

All the parameters used in the analysis follow the same parameters in [11] for 
DSSS summarized in Table I. We assume the application data payload is 1000 bytes, 
IP header and UDP header are 20 and 8 bytes, respectively. Thus the packet payload 
at MAC layer becomes 1028 bytes. 

Table I. System parameters for MAC and DSSS PHY Layer 

 
 

Fig. 5 shows the results of basic access method. From the figure, observe that the 
proposed scheme shows better saturation throughput than that of [11]. The results 
with RTS/CTS access method are similar to those of basic access method as shown in 
Fig 6. Note that the scale of vertical axis of Fig. 6 is slightly different from that of Fig. 
5. From the comparisons, the proposed scheme is verified to reduce the chance of 
collision. 

Fig. 7 shows that the delay of the basic access method highly depends on the initial 
contention window size, W, while Fig. 8 shows that RTS/CTS access method does 
not. In addition, the proposed scheme allows lower delay than [11]. The improvement 
in the delay is due to reduced collision probability between active stations and 
collided stations by using the proposed backoff time counter scheme. 

Fig. 9 and 10 show the delay versus the number of wireless stations for the basic 
access method and RTS/CTS access method, respectively. The initial contention 
window size is set to 32. The delay for the basic access method is larger than that for 
the RTS/CTS access method under the same condition. This may be caused by the 
lager collision delay in basic access method. Note that delay for both the access 
methods strongly depends on the number of stations in the network. 
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Fig. 5. Throughput: basic access method.    

 
Fig. 6. Throughput: RTS/CTS access method. 
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Fig 7. Delay verse initial contention window size W for basic access method. 

 

 
Fig 8. Delay verse initial contention window size W for RTS/CTS access method.  
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Fig 9. Delay verse the number of stations for basic access method 

 
Fig 10.  Delay verse the number of stations for RTS/CTS access method 
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4. Conclusions 

This paper has proposed a new backoff scheme for CSMA/CA protocols, analyzed the 
throughput and delay, and based on a bi-dimensional discrete Markov chain. The 
analytical results showed that the proposed scheme allows higher throughput and 
lower delay compared to the legacy mechanism [11] at high traffic conditions. 
Comparing with the model in [11], even though the proposed scheme shows better 
performance, fairness remains to be solved. The reason for unfairness in the new 
scheme is due to the fact that the selection is not made within the full range of the 
congestion window. Future works will be focused on the enhancement of the 
proposed scheme and the corresponding analytical model by guaranteeing the 
fairness. 
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