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Abstract. Wireless sensor and ad hoc networks are gaining a lot of attention in
research lately due to their importance in enabling mobile wireless nodes to com-
municate without any predetermined infrastructure. Routing protocol in wireless
sensor and ad hoc networks discover a multi-hop route between source and des-
tination nodes. This paper presents RAS: a Reliable routingprotocol for wire-
less Ad hoc and Sensor networks. In the RAS protocol, increased reliability is
achieved by the maintenance of a reliability factor by the nodes. The value of
this factor is increased when nodes participate successfully in data transmissions.
This is determined through the use of positive and passive acknowledgements.
During the path discovery process, an intermediate node only extends the request
message to nodes that have a minimal reliability factor which is specified by the
source. Additional optimizations are included in order to increase the efficiency
and performance of the network.

Keywords: Mobile ad hoc networks (MANETs), wireless sensor networks (WSNs),
reliability, quality of service (QoS), routing.

1 Introduction

The lack of a fixed topology and central control in mobile ad hoc and sensor networks
poses a great challenge to the routing process in this environment. Particularly, when
the issue of trust is in question. Routing protocols designed for ad hoc networks such
as the Dynamic Source Routing protocol (DSR) [16], Ad hoc On-Demand Distance
Vector (AODV) protocol [17], Temporally Ordered Routing Algorithm (TORA) [14],
and many others [2][4][6][7][8][9][13][19][21][22] workvery well under certain con-
ditions where nodes are trusted, they all behave correctly and there are no intruders or
malicious attacks on the network. However, we run into problems when we consider
the reality that not all nodes will be cooperative and there are no guarantees that any of
the nodes will be malicious. Routing protocols were investigated and modified and new
protocols were introduced to enhance the routing process inMANETs. Many of these
protocols provide some solution to parts of the problem.

To start, in [20] the authors argue that TCP is not suitable for ad hoc networks
and propose a new transport layer routing protocol ATP. Thisenforces our approach to
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providing routing at a higher level and allowing the applications to take control of the
process. Furthermore, the utilization of middleware to provide this type of functionality
is another viable approach. The study in [5] provides an overview of possible middle-
ware schemes and how some provide feasible solution to the adhoc routing issues.
One way to increase reliability is by using regenerating nodes [11]. This approach to ad
hoc routing increases the reliability of packet delivery byallowing intermediate nodes
on the routing path to reconstruct packets and send them to the destination in case of
a problem. This reduces the traffic between the source and destination and speeds up
the recovery of lost packets. However, this scheme assumes regenerating nodes are al-
ways available and willing to do the job and does not account for selfish nodes. Yet
in many cases those nodes may not be able to do that because of their mobility, low
resources, high traffic or plainly because they are malicious. Another approach is using
a distributed multi-path DSR protocol for MANETs to improveQoS support for end-
to-end reliability [10]. The protocol forwards outgoing packets along multiple paths
based on specified end-to-end reliability requirements. Asa result the packet will have
better chances of arriving at the destination; however, this introduces high traffic vol-
umes on the links due to the duplicate packets. An enhancement to DSR called DSR
with Connection-Aware Link-state Exchange aNd DiffERentiation is introduced [3] to
effectively collect and disseminate neighbor link states to nodes which may potentially
use them. Neighbors exchange link-state information as soon as a connection is es-
tablished using piggy-backed messages. This information speeds-up route discovery in
case of link failures. In addition fidelity is used to assess the cost of a link, so when a
new/alternate route has to be computed, the level of fidelityis figured into the link cost.
In another approach, a reputation-based system built on theuse of state model [1] is
introduced to detect selfish nodes and encourage them to be cooperative by providing
benefits. The techniques also handle suspicious nodes that may behave selfishly and en-
courage them not to. While the authors in [12] combine the reputation-based technique
and the virtual currency to enforce cooperation between nodes. The combined approach
takes advantage of the fairness of the virtual currency mechanism, while maintaining
high cooperation levels based on the reputation approach. Another issue being inves-
tigated is trust. The authors in [18] introduce a mechanism to establish trust between
nodes based on their reputation. During the network lifetime, nodes gain reputation
value as they behave well and that allows other nodes to assess the reputation of their
neighbors and the nodes to be selected for the routes needed.This approach is mainly
useful to detect nodes that maliciously drop packets and allow nodes to avoid these ma-
licious nodes. Furthermore, the authors in [15] provide mechanisms to detect attacks
on the ad hoc network from selfish nodes and introduce a low-cost scheme to inform
others about the accusations. In addition, the approach provides an inference scheme
to back the accusations and allow nodes to make informed decisions on how to deal
with selfish nodes. Many of the approaches discussed here andin other research articles
target one main goal which is enhancing the routing process and maintaining reliable
communication over multi-hop ad hoc networks. Our approachprovides reliable rout-
ing based on a reliability factor established and maintained by the nodes in the network.
The reliability factor is maintained by the nodes and is updated based on the success-
ful participation of nodes in previous data transmissions.Our protocol is based on the



DSR routing protocol, and is on-demand. In addition, it is a distributed protocol. Un-
like other protocols such as the link-state-based ones, each node only has to maintain
topology and reliability information about its immediate neighbors and not the entire
network. These characteristics enhance the scalability and performance of our proposed
protocol.

The remainder of the paper is organized as follows. Section 2presents the RAS
routing protocol, along with the associated data structures, messages, and algorithms.
Simplified and detailed examples are also provided. Section3 discusses additional se-
curity issues and related future work in ad hoc and sensor networks. Finally, the last
section concludes the paper.

Fig. 1.A simplified example of the route discovery process.

2 The RAS Routing Protocol

This section describes the RAS routing protocol. It starts with a brief description of
the DSR-based routing process along with a simplified example. Next, the RAS routing
protocol data structures, messages, parameters, and algorithms are described along with
a detailed example that illustrates the routing process. The maintenance of the reliability
factor and data transmission process are described later.

2.1 A simplified overview of the DSR-based routing process

The protocol that is presented in this paper is based on the Dynamic Source Routing
(DSR) protocol. It is on-demand which makes it more scalable. Nodes do not need to
keep information about the entire topology and routes are only discovered as the need
arises. When a source nodes wants to send data to another destination noded which is



not within its transmission range. It will try to discover a multi-hop path to it. In order
to do that, nodes broadcasts a request (REQ) message to all of its neighbors. Each of
the neighbors adds its ID to the accumulating path in the message and in turn forwards
it to all of its neighbors. This process continues until the REQ message reaches the des-
tination, which then unicasts a reply (REP) message back to the source. Upon receiving
the REP message the source updates its routing table and starts the data transmission
process.

A simplified example of the route discovery process is shown in Figure 1. In the
figure, node A is a source node that needs to send data to a destination node D. Node
A checks its routing table and realizes that it does not have apath to D. Consequently,
node A starts a route discovery process by broadcasting a REQmessage to its neighbors
B and E. Nodes B and E, not having processed a REQ with the (s, d,ID) tuple, check the
information in the REQ message and realize they are not the destination and that they do
not have a path to D. Each of them forwards the REQ message to its neighbors except
for the node from which they received the request (i.e. A). This process continues until
the REQ message reaches the destination D. Node D then unicasts an REP message
with the discovered pathA−B −C −D to A. Upon receiving the REP message, node
A updates its routing table and starts the data transmissionprocess along the discovered
path.

2.2 The request message and associated data structures

In our protocol, the source sends the request message REQ (s,d, id, x, rmin, rmax,
rcum, PATH, NH, ) which contains the following fields:

1. s: ID of the source node.
2. d: ID of the destination node.
3. ID: Message ID. The(s, d, ID) triple is therefore unique for every REQ message

and is used to prevent looping.
4. x: The node ID of the host that is forwarding this REQ message.
5. rmin: The minimum value for the reliability factor required in the path froms to d.
6. rcum: The cumulative reliability factor the the path that is being discovered.
7. PATH : It contains the accumulated list of hosts, that the REQ message has passed

through.
8. NH : It contains the next hop information. If nodex is forwarding this REQ mes-

sage, then NH contains a list of the next hop host candidates that satisfy the relia-
bility requirements for the path that is being discovered.

2.3 Application specific parameters

In addition to the parameters specified above, the application layer is able to specify
certain parameters that are used in the route discovery and communication process.
These parameters depend on quality of service (QoS) requirements of the application,
and are the following:



– MAX NH : Maximum number of nodes in the NH list. This parameter is intended
to control the flooding of the REQ message during route discovery. If this number is
infinity, then the process reverts to normal flooding. Otherwise, if this number is set
to k, then only a maximum ofk neighbors that satisfy the reliability requirements
can be selected as next hop for the REQ message.

– BACKUP PATHS: This is the maximum number of backup paths that can be
included in the routing table of the source node. If this number is 0, then only
the most reliable path is selected by the source and stored inits routing table.
Otherwise, if this number is more than 0, then the primary path along with up
to BACKUP PATHS discovered paths are stored in the routing table. The ad-
ditional paths can be used as backup in case of failure of the primary path. The
backup paths are stored in sorted order based on their path reliability factor.

2.4 An overview of RAS routing process

When an intermediate nodey receives the REQ message from a nodex, it checks if
it already processed this message which is uniquely specified by the (s, d, ID) tuple.
If it already processed this message, it drops it. This prevents looping. Otherwise, it
checks if it is the destination indicated in the message. If it is not, it checks its routing
table for a path to the destination with the required minimumreliability factor. If such
a path exists, it appends it to the PATH list and unicasts a reply REP(s, d, ID, x, PATH)
message back to the destination. If a path to the destinationdoes not exist in its routing
table, it appends its ID to the PATH list in the REQ message andbroadcasts the message
to all of its neighbors excludingx. The PATH list in the message is an accumulated list
of nodes that the REQ message has propagated through. This process continues until the
REQ message arrives at the destination noded. At that time,d unicasts a REP message
back to the source along the discovered path saved in the PATHlist. When the source
receives the REP message, it updates its routing table with this information and starts
the data transmission process.

2.5 The algorithm at an intermediate node

Algorithm 1 presents the algorithm at an intermediate node in the RAS protocol. When
an intermediate nodey receives a REQ message from a nodex, it sorts all of its 1-hop
neighbors in descending order using their reliability factorsrf [z], wherez = 1..ny are
the 1-hop neighbors ofy, andny is their total number. Then, the node builds the next
hop list (NH) which includes a maximum ofNH MAX 1-hop neighbors ofy with re-
liability factors higher than or equal to the minimum acceptable reliability factor,rmin.
Afterwards, nodey’s reliability factor,ry is added to the cumulative path reliability fac-
tor rcum which is included in the REQ message. Finally the REQ messageis broadcast
to all of y’s 1-hop neighbors.

Upon the reception of the REQ message, each of the neighbors will in turn check
if its ID is in the NH list that is included in the received REQ message. If its ID is
not included then it drops the REQ message. Otherwise, it processes the REQ message
and continues its propagation until the message reaches thedestination node which will



Algorithm 1 The main algorithm at an intermediate node

When a nodey receives a REQ message

Let ry be the reliability ofy
let rmin be the minimum acceptable reliability factor of the path
let ny be the number of 1-hop neighbors ofy.
let rf [z] be the reliability factor of nodez.
let MAX NH be the maximum number of 1-hop neighbors that can be includedin the NH
list
NH temp = φ

Sort all 1-hop neighbors ofy in descending order usingrf [z] as a key
for (z = 1; NH temp < MAX NH and z ≤ ny ; z = z + 1) do

if (rf [z] ≥ rmin) then
Add z’s ID to theNH temp list

end if
end for
rcum = rcum + ry

if NH temp 6= φ then
let PATH temp = PATH | y

broadcastREQ(S,D, ID, rcum, rmin, rmax, y

PATH temp, NH temp) message
end if

then unicast a replay (REP) message back to the source along the nodes collected in the
PATH list to finish the path discovery process.

When and if the destination receives multiple REQ(s,d, ID) messages for the same
path uniquely specified by the (s, d, ID) tuple, it can take oneof the following two
actions depending on the value of the application specific parameter MAXPATHS that
is defined earlier. IfBACKUP PATHS is equal to 0 then, the destination selects
the path with the highest path reliability factorPRF=rcum/n, wheren is the number
of intermediate nodes in the path (not including the source and destination nodes), and
unicast a REP message back to the source. Otherwise, ifBACKUP PATHS > 0,
then the destination sends up to (BACKUP PATHS + 1) REP messages (if that
many have been discovered) back to the source which can use the path with the highest
PRF as the primary path and the other paths as secondary paths which can be used as
backup paths when the primary path breaks.

2.6 A detailed example

Figure 2 shows a detailed example that illustrates the routediscovery process using the
RAS routing protocol between the source node A and the destination node G. In this
case, the required path to transmit the data has a minimum reliability factor rmin = 5,
andMAX NH = 2. The source node, A, starts by sorting its 1-hop neighbors, nodes P,
B, and S according to their respective reliability factors 10, 7, and 6. This information
is contained in its reliability table which keeps updated information about the reliability
factors of the node’s 1-hop neighbors. All of A’s neighbors meet the minimum require-
ment of 5. However, only nodes P and B are included in the NH list which can only



Fig. 2. A detailed example of the route discovery process.

contain a maximum of two 1-hop neighbors (for this path,MAX NH = 2). The NH
list is included in the REQ message along with a cumulative path reliability factorrcum

of 0. Note that the source and destination nodes’ reliability factors are not included in
rcum because the cumulative reliability factor is meant to measure the reliability of the
intermediate nodes that will be used for data transfer alongthe discovered path. The
source and destination nodes need to send and receive the data and must be a part of the
final path by default regardless of their own reliability factors. Node A includes its ID
in the PATH list contained in the REQ message and broadcasts it to its neighbors.

In turn, when node B receives the REQ message, it sorts its 1-hop neighbors nodes
H, K, C, M, and J according to their respective reliability factors of 9, 7, 6, 4, and 3.
Only nodes H, K, and C meet the minimum requirement of 5, and only nodes H, and
K are included in the NH list, sinceNH MAX = 2. Subsequently, node B adds its ID
to the PATH list included in the REQ message along with the constructed NH list and a
cumulative reliability factor ofrcum = 0 + 7 = 7 (0 is the current cumulative reliability
factor in the REQ message and 7 is the reliability of node B which will be broadcasting
the REQ message). When the REQ message is received by the 1-hop neighbors, H, K,
C, M, and J, each node will examine the NH list in the REQ message and check if its
ID is included. Only the nodes whose id is included in the NH list will process the REQ
message and try to propagate it further. The other nodes willsimply drop the message.
Using the same process, node H will further propagate the REQmessage to node I with
a cumulative factorrcum = 7 + 9 = 16 (node E with the reliability factor2 < 5 will not
be included in node H’s NH list). Node I will send the REQ message to node G with a



cumulative reliability factor ofrcum = 16 + 11 = 27. Finally, the REQ message, arrives
at the destination node G with the discovered pathA − B − H − I − G and a final
cumulative reliability factor of 27.

Similarly to what node B did, node P, having received the REQ message from node
A, will only include nodes N, and Q in its NH list along with a cumulative reliability
factor of 10. The REQ message propagates from Q to R but does not go further since
no further links exist out of R. The message also propagates from node N along nodes
T and O to the destination node G with a final cumulative reliability factor of 28, and a
discovered path which includes nodesA − P − N − T − O − G.

When the destination node G receives both REQ messages for the two discovered
paths, it divides each path’s final cumulative reliability factor with the number of nodes
in the path to calculate thenormalized path reliability factorPRF = rcum/n. In this
case, the destination node G determines that the discoveredpathsA−B −H − I −G,
andA − P − N − T − O − G have normalized reliability factors of27/3 = 9 and
32/4 = 8 respectively. Therefore it chooses the more reliable pathA−B−H − I −G
with the higher normalized path reliability factor of 9. It then unicasts a REP message
back to the source node A along the discovered intermediate nodes in the PATH list to
inform it of the discovered path. When node A receives the REPmessage, it updates
its routing table with the discovered path and starts the data transmission process to
node G. In our example, it is assumed thatBACKUP PATHS = 0. However, if
BACKUP PATHS > 0 then REP messages for both discovered paths would be sent
back to the source. The latter will then use the path with the higher reliability factor as
a primary path and saves the other discovered path in its routing table as backup path
that would be used if and when the primary path fails later.

2.7 Maintenance of the reliability factor

The reliability factor of a particular nodez is a measure of its past performance in
being a part of successful data transmissions and it is maintained in the following
fashion. At network initialization, all reliability factors are assigned an initial value
INIT REL FACTOR. During normal network operation, once a path from the source
to the destination is discovered, the source updates its routing table and starts data trans-
mission along the discovered path through the intermediatenodes that belong to this
path. There are several different algorithms that can be used to maintain the reliability
factor:

Self maintenance of the reliability factor by the node: Each time a node success-
fully transmits a number of packets equal toREL FACTOR RESOLUTION
NUMBER to another node along the path it increases its reliability factor by 1. The
REL FACTOR RESOLUTION NUMBER is a constant set by the system ad-
ministrator to make sure the actual reliability factor doesnot grow too large and is only
incremented once for each predetermined number of successfully transmitted packets.
This policy of updating the reliability factor by the node itself has minimal overhead
and assumes no malicious nodes exist in the network. It is a policy designed to increase
the reliability of the future discovered paths and not to combat malicious intentions by
the nodes. Periodically, the reliability factor is automatically decremented by each node



in order to keep this variable from overflowing while keepingthe relative values of the
reliability factors in the nodes consistent.

Maintenance of the reliability factor by the acknowledgements: Using this policy,
the destination sends positive acknowledgments to the source. These acknowledgments
are cumulative and can be piggy backed with data transmissions in the case of a two-
way communication between two nodes in order to minimize overhead. the reliability
factor is incremented when an intermediate node that transmitted participated in data
transmission receives positive acknowledgements from thedestination.

Maintenance of the reliability factor by 1-hop neighbors: Another strategy for main-
tenance of the reliability factor is that each nodey maintains a reliability factor for
each of itsn neighborsz1 - zn. This set of reliability factors for each of its neigh-
bors constitutes its a measure of the reliability of each of them in its view based on
their past performance in successful data transmissions. The reliability factor rf[z] in
nodey is increased by 1 for each number of packets equal toREL FACTOR
RESOLUTION NUMBER forwarded by this neighbor. During the data transmis-
sion phase, wheny forwards a data packet to a neighborz which is not the destination
and is a part of the discovered path for that session, it listens to the subsequent trans-
mission byz to its successor node in the path. In this case,y is applying what is called
a passive acknowledgement process, which is also a

Maintenance of the reliability factor using link-based-acknowledgement: If z did
follow up and forward the packet to its successor node, then it is rewarded by increasing
its reliability factor iny. Otherwise, ifz did not forward the data as it should, then it
is penalized by not increasing its reliability factor. Consequently, it is less likely to be
selected byy for forwarding REQ packets during future path discoveries.Therefore, it
is also less likely to be a part of future data transmission paths.

2.8 The data transmission process

Once the source receives the REP message from the destination, it updates its rout-
ing table with information of the newly discovered path and starts data transmission.
During the data transmission process, positive acknowledgments are sent from the des-
tination to confirm successful reception of packets. As indicated earlier, in order to
save bandwidth and minimize overhead, acknowledgments arecumulative and can be
piggy-backed with data messages that could be sent in the opposite direction from the
destination to the source during a two-way communication session. The acknowledge-
ments are used in the process of maintenance of the reliability factor at all of the nodes
involved in the data transmission path. In addition to the acknowledgement process,
the source node uses a time out timer namedACK REC TOT (acknowledgement
reception time out timer), which is initialize at the beginning of the data transmis-
sion phase to the valueINIT ACK REC TOT . The timer is refreshed each time
an acknowledgment is received by the source. This indicatesthat the path to the des-
tination is still valid. If theACK REC TOT expires, then the source retransmits the
unacknowledged packets. If the retransmitted packets are also not acknowledged, an-
other retransmission attempt is made, until a maximum number of attempts is reached
MAX RETRANS ATTEMPTS. At that time, the source assumes that the path is
broken and starts another path discovery process.



3 Additional Security Issues and Future Work

This paper presented a reliable routing protocol for wireless ad hoc and sensor networks.
However, malicious nodes in the network may affect the operation and efficiency of the
proposed protocol. We identified four types of attacks that malicious nodes can gen-
erate. (1) The first type is related to the sniffing nodes. To doits attack, the malicious
node redirects the selected traffic so that it can perform traffic sniffing. The second
type is concerned with malicious nodes that attempt to attack the path discovery pro-
cess. The malicious node does not extend the request messageto nodes that have the
minimal reliability factor specified by the source. Rather,the malicious node sends the
request message to nodes with less reliable factor. So that,the source node will later
use a non optimal path, hence damaging the efficiency and performance of the network.
(3) The third type is concerned with malicious node that attempt to block any traffic
that go through. Obviously, its reliability factor will decrease considerably, in the case
where the factor is maintained by other nodes, and consequently no path will include
that node. However, for a period of time, this attack may disturb the normal activities of
the network. (4) The fourth type is concerned with a malicious node that, at the begin-
ning, behaves as a very reliable node, in order to be includedin the paths, and then the
node can carry an attack. In such a situation, the network performance may be consid-
erably affected since most traffic will go through the malicious nodes and consequently
a denial of service attack can take place.

4 Conclusions

In this paper a reliable routing protocol for wireless mobile ad hoc and sensor networks
was presented. The protocol provides increased reliability of communication by hav-
ing intermediate nodes extend the REQ message only to the more reliable neighbor
nodes using a reliability factor. The reliability factor isincreased when nodes partici-
pate successfully during the data transmission process by using an acknowledgement
mechanism. Positive and passive acknowledgement mechanisms are used in the main-
tenance of the reliability factor. Different parameters are used to optimize and enhance
the routing process like reducing flooding during the path discovery phase, and the use
of backup routes for more timing critical applications withincreased priority. In the
future, we intend to improve this protocol further by applying more techniques in opti-
mizing the selection of the next-hop neighbors. In addition, we intend to further study,
and analyze the performance of the protocol through simulation.
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