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Abstract. Wireless sensor and ad hoc networks are gaining a lot oftettteim
research lately due to their importance in enabling mobitelass nodes to com-
municate without any predetermined infrastructure. R@ufirotocol in wireless
sensor and ad hoc networks discover a multi-hop route betaeerce and des-
tination nodes. This paper presents RAS: a Reliable royogpcol for wire-
less Ad hoc and Sensor networks. In the RAS protocol, inectasliability is
achieved by the maintenance of a reliability factor by thde® The value of
this factor is increased when nodes participate succéggfudata transmissions.
This is determined through the use of positive and passikacadedgements.
During the path discovery process, an intermediate nodeexténds the request
message to nodes that have a minimal reliability factor tvigcspecified by the
source. Additional optimizations are included in orderrtorease the efficiency
and performance of the network.

Keywords: Mobile ad hoc networks (MANETS), wireless sensor netwoWKS(\'s),
reliability, quality of service (QoS), routing.

1 Introduction

The lack of a fixed topology and central control in mobile ad hod sensor networks
poses a great challenge to the routing process in this emieat. Particularly, when
the issue of trust is in question. Routing protocols degigioe ad hoc networks such
as the Dynamic Source Routing protocol (DSR) [16], Ad hoc[@mand Distance
Vector (AODV) protocol [17], Temporally Ordered Routinggdrithm (TORA) [14],
and many others [2][4][6][7]1[8][9][13][19][21][22] workvery well under certain con-
ditions where nodes are trusted, they all behave correpthtlaere are no intruders or
malicious attacks on the network. However, we run into peotd when we consider
the reality that not all nodes will be cooperative and theeer® guarantees that any of
the nodes will be malicious. Routing protocols were ingted and modified and new
protocols were introduced to enhance the routing proceSS®ANETSs. Many of these
protocols provide some solution to parts of the problem.

To start, in [20] the authors argue that TCP is not suitabteafib hoc networks
and propose a new transport layer routing protocol ATP. €hferces our approach to
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providing routing at a higher level and allowing the appgiicas to take control of the
process. Furthermore, the utilization of middleware tovpte this type of functionality
is another viable approach. The study in [5] provides anvogerof possible middle-
ware schemes and how some provide feasible solution to tHeadouting issues.
One way to increase reliability is by using regeneratingasdd 1]. This approach to ad
hoc routing increases the reliability of packet deliverydipwing intermediate nodes
on the routing path to reconstruct packets and send thenetdastination in case of
a problem. This reduces the traffic between the source artthaésn and speeds up
the recovery of lost packets. However, this scheme assuegesierating nodes are al-
ways available and willing to do the job and does not accoonsélfish nodes. Yet
in many cases those nodes may not be able to do that becaussranbbility, low
resources, high traffic or plainly because they are malg&idmother approach is using
a distributed multi-path DSR protocol for MANETS to impro@®S support for end-
to-end reliability [10]. The protocol forwards outgoinggb@ts along multiple paths
based on specified end-to-end reliability requirementsa Aesult the packet will have
better chances of arriving at the destination; howeves, ititroduces high traffic vol-
umes on the links due to the duplicate packets. An enhandem®SR called DSR
with Connection-Aware Link-state Exchange aNd DiffERatitin is introduced [3] to
effectively collect and disseminate neighbor link statesddes which may potentially
use them. Neighbors exchange link-state information as s@oa connection is es-
tablished using piggy-backed messages. This informagieeds-up route discovery in
case of link failures. In addition fidelity is used to assdssdost of a link, so when a
new/alternate route has to be computed, the level of fidelifigured into the link cost.
In another approach, a reputation-based system built onsbeof state model [1] is
introduced to detect selfish nodes and encourage them todpeaiive by providing
benefits. The techniques also handle suspicious nodes ydb@mave selfishly and en-
courage them not to. While the authors in [12] combine thetaon-based technique
and the virtual currency to enforce cooperation betweersobhe combined approach
takes advantage of the fairness of the virtual currency mr@sim, while maintaining
high cooperation levels based on the reputation approachth&r issue being inves-
tigated is trust. The authors in [18] introduce a mechanisrestablish trust between
nodes based on their reputation. During the network lifetimodes gain reputation
value as they behave well and that allows other nodes tosa#seseputation of their
neighbors and the nodes to be selected for the routes neBuisdapproach is mainly
useful to detect nodes that maliciously drop packets aotvalbdes to avoid these ma-
licious nodes. Furthermore, the authors in [15] provide ma@ésms to detect attacks
on the ad hoc network from selfish nodes and introduce a Ist/smheme to inform
others about the accusations. In addition, the approactida® an inference scheme
to back the accusations and allow nodes to make informedidasion how to deal
with selfish nodes. Many of the approaches discussed hetia atfter research articles
target one main goal which is enhancing the routing procedsaaintaining reliable
communication over multi-hop ad hoc networks. Our apprgachides reliable rout-
ing based on a reliability factor established and mainthmethe nodes in the network.
The reliability factor is maintained by the nodes and is upddased on the success-
ful participation of nodes in previous data transmissi@st protocol is based on the



DSR routing protocol, and is on-demand. In addition, it issributed protocol. Un-
like other protocols such as the link-state-based ones, Bade only has to maintain
topology and reliability information about its immediateighbors and not the entire
network. These characteristics enhance the scalabilityparformance of our proposed
protocol.

The remainder of the paper is organized as follows. Sectipregents the RAS
routing protocol, along with the associated data strustureessages, and algorithms.
Simplified and detailed examples are also provided. Se&tidiscusses additional se-
curity issues and related future work in ad hoc and sensavanks. Finally, the last
section concludes the paper.
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Fig. 1. A simplified example of the route discovery process.

2 The RAS Routing Protocol

This section describes the RAS routing protocol. It starith & brief description of
the DSR-based routing process along with a simplified exani#xt, the RAS routing
protocol data structures, messages, parameters, anifatgoare described along with
a detailed example that illustrates the routing processm&intenance of the reliability
factor and data transmission process are described later.

2.1 A simplified overview of the DSR-based routing process

The protocol that is presented in this paper is based on timamic Source Routing
(DSR) protocol. It is on-demand which makes it more scalditedes do not need to
keep information about the entire topology and routes ahg discovered as the need
arises. When a source noglgvants to send data to another destination noddich is



not within its transmission range. It will try to discover ailti-hop path to it. In order
to do that, node broadcasts a request (REQ) message to all of its neighbach. &
the neighbors adds its ID to the accumulating path in the agesand in turn forwards

it to all of its neighbors. This process continues until tiERmessage reaches the des-
tination, which then unicasts a reply (REP) message badietsdurce. Upon receiving
the REP message the source updates its routing table atgltedata transmission
process.

A simplified example of the route discovery process is shawRigure 1. In the
figure, node A is a source node that needs to send data to aatestinode D. Node
A checks its routing table and realizes that it does not hgpatlato D. Consequently,
node A starts a route discovery process by broadcasting arRESQage to its neighbors
B and E. Nodes B and E, not having processed a REQ with thel(3) tiiple, check the
information in the REQ message and realize they are not tstendéion and that they do
not have a path to D. Each of them forwards the REQ messageneiihbors except
for the node from which they received the request (i.e. A)snocess continues until
the REQ message reaches the destination D. Node D then tsn&mafREP message
with the discovered patd — B — C' — D to A. Upon receiving the REP message, node
A updates its routing table and starts the data transmigsaess along the discovered
path.

2.2 The request message and associated data structures

In our protocol, the source sends the request message REQIGS,X, nin, Tmaz
Teum, PATH, NH, ) which contains the following fields:

=

. s: ID of the source node.

. d: 1D of the destination node.

. ID: Message ID. Thes, d, I D) triple is therefore unique for every REQ message
and is used to prevent looping.

. : The node ID of the host that is forwarding this REQ message.

. "min: The minimum value for the reliability factor required iretpath froms to d.

. Teum: The cumulative reliability factor the the path that is lgpdiscovered.

. PAT H: It contains the accumulated list of hosts, that the REQ awshas passed
through.

8. N H: It contains the next hop information. If nodes forwarding this REQ mes-

sage, then NH contains a list of the next hop host candidagsatisfy the relia-

bility requirements for the path that is being discovered.

w N
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2.3 Application specific parameters

In addition to the parameters specified above, the appicdéiyer is able to specify
certain parameters that are used in the route discovery amnanication process.
These parameters depend on quality of service (QoS) remeires of the application,
and are the following:



— M AX_N H: Maximum number of nodes in the NH list. This parameter ismated
to control the flooding of the REQ message during route disigo¥f this number is
infinity, then the process reverts to normal flooding. Othsewf this number is set
to k£, then only a maximum of neighbors that satisfy the reliability requirements
can be selected as next hop for the REQ message.

— BACKUP_PATHS: This is the maximum number of backup paths that can be
included in the routing table of the source node. If this namis 0, then only
the most reliable path is selected by the source and storéd nouting table.
Otherwise, if this number is more than 0, then the primanh @bng with up
to BACKUP_PATHS discovered paths are stored in the routing table. The ad-
ditional paths can be used as backup in case of failure of ineapy path. The
backup paths are stored in sorted order based on their pithility factor.

2.4 An overview of RAS routing process

When an intermediate nodgereceives the REQ message from a nadét checks if

it already processed this message which is uniquely spedifiethe (s, d, ID) tuple.

If it already processed this message, it drops it. This prevoping. Otherwise, it
checks if it is the destination indicated in the messagé.isfmot, it checks its routing
table for a path to the destination with the required mininmetiability factor. If such

a path exists, it appends it to the PATH list and unicasts iy REP(s, d, ID, x, PATH)
message back to the destination. If a path to the destindties not exist in its routing
table, it appends its ID to the PATH list in the REQ messagdamoddcasts the message
to all of its neighbors excluding. The PATH list in the message is an accumulated list
of nodes that the REQ message has propagated through. dbesgrcontinues until the
REQ message arrives at the destination nbd that time,d unicasts a REP message
back to the source along the discovered path saved in the R8T MVhen the source
receives the REP message, it updates its routing table ighriformation and starts
the data transmission process.

2.5 The algorithm at an intermediate node

Algorithm 1 presents the algorithm at an intermediate nadbé RAS protocol. When
an intermediate nodgreceives a REQ message from a nadé sorts all of its 1-hop
neighbors in descending order using their reliability éast: f[z], wherez = 1..n,, are
the 1-hop neighbors @f, andn,, is their total number. Then, the node builds the next
hop list (NH) which includes a maximum &f H_M AX 1-hop neighbors of with re-
liability factors higher than or equal to the minimum acedpe reliability factory,,, ;. .
Afterwards, node’s reliability factor,r, is added to the cumulative path reliability fac-
tor r.,m Which is included in the REQ message. Finally the REQ messayeadcast
to all of y's 1-hop neighbors.

Upon the reception of the REQ message, each of the neighlibia wurn check
if its ID is in the NH list that is included in the received REQessage. If its ID is
not included then it drops the REQ message. Otherwise, @igases the REQ message
and continues its propagation until the message reachde#ti@ation node which will



Algorithm 1 The main algorithm at an intermediate node

When a nodey receives a REQ message

Letr, be the reliability ofy
let rin be the minimum acceptable reliability factor of the path
letn, be the number of 1-hop neighbors:of
let r f[z] be the reliability factor of node.
let M AX_N H be the maximum number of 1-hop neighbors that can be inclimdtet NH
list
NH_temp = ¢
Sort all 1-hop neighbors af in descending order usingf[z] as a key
for (z=1;, NH_temp < MAX_NH and z < ny; z = z+ 1) do

if (rf[z] > rmin) then

Add 2’s ID to the N H _temp list

end if
end for
Teum = Teum + Ty
if NH_temp # ¢ then

let PATH temp = PATH |y

broadcasREQ(S, D, ID, Tcum, Tmin, Tmaz, Y

PATH _temp, N H_temp) message
end if

then unicast a replay (REP) message back to the source @lengdes collected in the
PATH list to finish the path discovery process.

When and if the destination receives multiple REQ(s,d, IBssages for the same
path uniquely specified by the (s, d, ID) tuple, it can take ohéhe following two
actions depending on the value of the application specifiampater MAX PATHS that
is defined earlier. IBACKUP_PATHS is equal to 0 then, the destination selects
the path with the highest path reliability fact®tRF'=r,.,,/n, wheren is the number
of intermediate nodes in the path (not including the sounckdestination nodes), and
unicast a REP message back to the source. OtherwigRAd@ KUP_PATHS > 0,
then the destination sends up tBACKUP_PATHS + 1) REP messages (if that
many have been discovered) back to the source which canagath with the highest
PRF as the primary path and the other paths as secondary patbls ean be used as
backup paths when the primary path breaks.

2.6 A detailed example

Figure 2 shows a detailed example that illustrates the mist®very process using the
RAS routing protocol between the source node A and the dgigimnode G. In this
case, the required path to transmit the data has a minimuatitéy factor r,,,;, = 5,
andM AX_N H =2. The source node, A, starts by sorting its 1-hop neighinodes P,
B, and S according to their respective reliability facto@s 7, and 6. This information
is contained in its reliability table which keeps updatddimation about the reliability
factors of the node’s 1-hop neighbors. All of A's neighborsanthe minimum require-
ment of 5. However, only nodes P and B are included in the NHallsch can only
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Fig. 2. A detailed example of the route discovery process.

contain a maximum of two 1-hop neighbors (for this pathAX N H = 2). The NH
listis included in the REQ message along with a cumulatitk piability factorr..,,,

of 0. Note that the source and destination nodes’ religkféittors are not included in
reum DECause the cumulative reliability factor is meant to meathe reliability of the
intermediate nodes that will be used for data transfer atbegliscovered path. The
source and destination nodes need to send and receive ¢hadhinust be a part of the
final path by default regardless of their own reliability iars. Node A includes its ID
in the PATH list contained in the REQ message and broaddasti$ neighbors.

In turn, when node B receives the REQ message, it sorts itpIrbighbors nodes
H, K, C, M, and J according to their respective reliabilitgtiars of 9, 7, 6, 4, and 3.
Only nodes H, K, and C meet the minimum requirement of 5, ang modes H, and
K are included in the NH list, sinc& H_M AX = 2. Subsequently, node B adds its ID
to the PATH list included in the REQ message along with thestroisted NH list and a
cumulative reliability factor of-.,,, =0+ 7 =7 (0 is the current cumulative reliability
factor in the REQ message and 7 is the reliability of node Bctviwill be broadcasting
the REQ message). When the REQ message is received by therieighbors, H, K,
C, M, and J, each node will examine the NH list in the REQ messaml check if its
ID is included. Only the nodes whose id is included in the N3t Will process the REQ
message and try to propagate it further. The other nodesiwiply drop the message.
Using the same process, node H will further propagate the RE§sage to node | with
a cumulative factor.,.,, = 7 + 9 = 16 (node E with the reliability fact@r < 5 will not
be included in node H’s NH list). Node | will send the REQ megstb node G with a



cumulative reliability factor of-...., = 16 + 11 = 27. Finally, the REQ message, arrives
at the destination node G with the discovered path B — H — I — G and a final
cumulative reliability factor of 27.

Similarly to what node B did, node P, having received the RE€3sage from node
A, will only include nodes N, and Q in its NH list along with aroulative reliability
factor of 10. The REQ message propagates from Q to R but daegrfarther since
no further links exist out of R. The message also propagates fiode N along nodes
T and O to the destination node G with a final cumulative rditgtfactor of 28, and a
discovered path which includes nodés- P — N — T — O — G.

When the destination node G receives both REQ messagesfowthdiscovered
paths, it divides each path’s final cumulative reliabiligfor with the number of nodes
in the path to calculate thaeormalized path reliability factor PRF = 7.y /n. In this
case, the destination node G determines that the discopathdd — B — H — I — G,
andA — P — N — T — O — G have normalized reliability factors @f7/3 = 9 and
32/4 = 8 respectively. Therefore it chooses the more reliable gathB — H — I — G
with the higher normalized path reliability factor of 9. liten unicasts a REP message
back to the source node A along the discovered intermedatesin the PATH list to
inform it of the discovered path. When node A receives the RigBsage, it updates
its routing table with the discovered path and starts tha tf@nsmission process to
node G. In our example, it is assumed tialCKUP_PATHS = 0. However, if
BACKUP_PATHS > 0then REP messages for both discovered paths would be sent
back to the source. The latter will then use the path with igaédr reliability factor as
a primary path and saves the other discovered path in itthgptable as backup path
that would be used if and when the primary path fails later.

2.7 Maintenance of the reliability factor

The reliability factor of a particular node is a measure of its past performance in
being a part of successful data transmissions and it is aiagd in the following
fashion. At network initialization, all reliability facts are assigned an initial value
INIT_REL_FACTOR.During normal network operation, once a path from the ssurc
to the destination is discovered, the source updates itsgptable and starts data trans-
mission along the discovered path through the intermediatkes that belong to this
path. There are several different algorithms that can bé teseaintain the reliability
factor:

Self maintenance of the reliability factor by the node: Each time a node success-
fully transmits a number of packets equalRFEL_ FACTOR_- RESOLUTION
NUM BER to another node along the path it increases its reliabiittdr by 1. The
REL_FACTOR.-RESOLUTION_NUM BERis aconstant set by the system ad-
ministrator to make sure the actual reliability factor donesgrow too large and is only
incremented once for each predetermined number of suctigssansmitted packets.
This policy of updating the reliability factor by the nodsétf has minimal overhead
and assumes no malicious nodes exist in the network. It isieymtesigned to increase
the reliability of the future discovered paths and not to batmalicious intentions by
the nodes. Periodically, the reliability factor is autoroally decremented by each node



in order to keep this variable from overflowing while keepthg relative values of the
reliability factors in the nodes consistent.

Maintenance of the reliability factor by the acknowledgements: Using this policy,
the destination sends positive acknowledgments to thesotlihese acknowledgments
are cumulative and can be piggy backed with data transmissiothe case of a two-
way communication between two nodes in order to minimizetwe&d. the reliability
factor is incremented when an intermediate node that trateshparticipated in data
transmission receives positive acknowledgements frondéisénation.

Maintenanceof thereliability factor by 1-hop neighbors: Another strategy for main-
tenance of the reliability factor is that each nagenaintains a reliability factor for
each of itsn neighborsz; - z,. This set of reliability factors for each of its neigh-
bors constitutes its a measure of the reliability of eachhefrt in its view based on
their past performance in successful data transmissidmes rdliability factor rf[z] in
nodey is increased by 1 for each number of packets equakiol.. FACTOR-
RESOLUTION_NUM BER forwarded by this neighbor. During the data transmis-
sion phase, when forwards a data packet to a neighkowhich is not the destination
and is a part of the discovered path for that session, inléste the subsequent trans-
mission byz to its successor node in the path. In this casie,applying what is called
a passive acknowledgement process, which is also a

Maintenance of the reliability factor using link-based-acknowledgement: If z did
follow up and forward the packet to its successor node, thisméwarded by increasing
its reliability factor iny. Otherwise, ifz did not forward the data as it should, then it
is penalized by not increasing its reliability factor. Ceqaently, it is less likely to be
selected by, for forwarding REQ packets during future path discoverigeerefore, it
is also less likely to be a part of future data transmissiaghgpa

2.8 The data transmission process

Once the source receives the REP message from the destinatippdates its rout-
ing table with information of the newly discovered path atatts data transmission.
During the data transmission process, positive acknowheatgs are sent from the des-
tination to confirm successful reception of packets. Asdatéid earlier, in order to
save bandwidth and minimize overhead, acknowledgmentsianeilative and can be
piggy-backed with data messages that could be sent in thesdpglirection from the
destination to the source during a two-way communicatiesisa. The acknowledge-
ments are used in the process of maintenance of the refyafaititor at all of the nodes
involved in the data transmission path. In addition to thknagvledgement process,
the source node uses a time out timer namg€dK _REC _TOT (acknowledgement
reception time out timer), which is initialize at the begimp of the data transmis-
sion phase to the valuEN IT_ACK_REC_TOT'. The timer is refreshed each time
an acknowledgment is received by the source. This indicdaasthe path to the des-
tination is still valid. If theACK_REC_TOT expires, then the source retransmits the
unacknowledged packets. If the retransmitted packetslsoenat acknowledged, an-
other retransmission attempt is made, until a maximum numbattempts is reached
MAX RETRANS_ATTEMPTS. At that time, the source assumes that the path is
broken and starts another path discovery process.



3 Additional Security Issues and Future Work

This paper presented a reliable routing protocol for weeled hoc and sensor networks.
However, malicious nodes in the network may affect the dpmrand efficiency of the
proposed protocol. We identified four types of attacks thalicious nodes can gen-
erate. (1) The first type is related to the sniffing nodes. Taglattack, the malicious
node redirects the selected traffic so that it can perforffidraniffing. The second
type is concerned with malicious nodes that attempt to lattae path discovery pro-
cess. The malicious node does not extend the request massagédes that have the
minimal reliability factor specified by the source. Rattieg malicious node sends the
request message to nodes with less reliable factor. Sottieasource node will later
use a non optimal path, hence damaging the efficiency andrpeathce of the network.
(3) The third type is concerned with malicious node thatrafteto block any traffic
that go through. Obviously, its reliability factor will dezase considerably, in the case
where the factor is maintained by other nodes, and consdguenpath will include
that node. However, for a period of time, this attack mayuisthe normal activities of
the network. (4) The fourth type is concerned with a malisiaode that, at the begin-
ning, behaves as a very reliable node, in order to be inclid#e paths, and then the
node can carry an attack. In such a situation, the netwoirfoeance may be consid-
erably affected since most traffic will go through the malics nodes and consequently
a denial of service attack can take place.

4 Conclusions

In this paper a reliable routing protocol for wireless melaitl hoc and sensor networks
was presented. The protocol provides increased relialmficommunication by hav-
ing intermediate nodes extend the REQ message only to the retiable neighbor
nodes using a reliability factor. The reliability factorilcreased when nodes partici-
pate successfully during the data transmission processing &an acknowledgement
mechanism. Positive and passive acknowledgement mecamaai® used in the main-
tenance of the reliability factor. Different parameters ased to optimize and enhance
the routing process like reducing flooding during the pafitaivery phase, and the use
of backup routes for more timing critical applications witlftreased priority. In the
future, we intend to improve this protocol further by apptyimore techniques in opti-
mizing the selection of the next-hop neighbors. In addijtiga intend to further study,
and analyze the performance of the protocol through siriamat
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