Exploiting Trust and Suspicion for
Real-time Attack Recognition in
Recommender Applications

Ebrahim Bagheri and Ali A. Ghorbani
Faculty of Computer Science,
University of New Brunswick

Fredericton, N.B., Canada
{e.bagheri, ghorbani}@unb.ca

Abstract. As is widely practiced in real world societiemfd and deception

are also ubiquitous in the virtual world. Trackiagd detecting such malicious
activities in the cyber space is much more challengue to veiled identities

and imperfect knowledge of the environment. Recondae systems are one
of the most attractive applications widely used lf@lping users find their

interests from a wide range of interesting choitet makes them highly

vulnerable to malicious attacks. In this paper wa@ppse a three dimensional
trust based filtering model that detects noise atidcks on recommender
systems through calculating three major factorgpdrtance, Frequency, and
Quality. The results obtained from our experimestisw that the proposed
approach is capable of correctly detecting noiskaitack and is hence able to
decrease the absolute error of the predicted itdimg value.

1 Introduction

The rapid growth of online virtual communities h&sulted in new types of
collaboration and communication between the membgssich societies. The main
purpose of these interactions revolves around mmébion sharing and data
distribution. Any single person can disseminate fisferred information in the
cyber world. The open atmosphere provides suitgpteinds for free flow of
information and an equal opportunity for every dimeexpress or convey their
knowledge, information, beliefs, or ideas. Peagda even exploit this opportunity
as a means for marketing their products as has jpegticed in e-commerce. With
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no doubt the Internet, as the major medium resemhine cyber space has been
overly populated with tremendous amounts of infafamafrom different sources. It
would be hence a tiresome or even at times implessiltempt to find the
appropriate information in the right time. Recomg@nsystems are one of the most
attractive applications widely used for helpingrgsiénd their interests from a wide
range of interesting choices [1].

One of the major worries in uncontrolled informatisociety is the aspects of
privacy and security. Security in cyberspace careto very different aspects. Its
first face that seems more obvious is restrictimg @se of the shared information
only to authorized users. In order for users toobex authorized, it is most likely
that the information source or owner has to exgji@r implicitly grant the access.
This type of security is referred to as hard séguHard security; however, is not the
only security requirement in such a setting. Pititgcthe users from malicious
sources of information is also a challenging taSkace information is freely
distributed by any person without proving its chelity, shielding users from
spiteful information sources is highly desirablé. [Pohnson [3] states that 90% of
the children encounter pornography online whilendotheir homework which
elucidates the need for protecting children froroeitein the wild, undiscovered, and
unregulated frontier called the Internet.

Fraud and deception are not only related to virtcammunities, but also
pervasive in real societies and actual life [4]ff@gent attempts have been made to
create a methodology for detecting deceit, fralmhder, and cheat with respect to
different contexts [5, 6]. Zhao et al [7] believieat deception in a multiagent
environment can be classified into three major gates. In the first category the
agents are not sincere in expressing their atsiliti€his type of deception is called
Agent Ability Declaration Deception. In the secoodtegory, Agent Information
Deception, the agent spreads false information itdead others or disguise reality.
In an Imposter Deception an agent spawns manydgkats to interact with others
to broadcast rumor or a special thought in the ageciety.

From a formal logic point of view; Sun et al [4]veastated that an agent is a
combination of knowledge and inference. For instascapposes; is an agent,
therefore it will have a knowledge basg; lind a set of reasoning methogg.
Exploiting such definition allows us to define threircumstances that deceit would
occur. It would either be an expression of knowkedgase contradictioni)(
reasoning oppositioniif or both {(ii), which have been named Knowledge base
Deception, Inference based Deception, and Hybricepton, respectively.

+ Ka#KgandRi=Ry ()
+ Ka=Kyand Ri#Ry (i)
¢ Kai?ﬁKaj and R; # Raj (i)

In an e-commerce environment deceit can be empltyatbfame rivals. False
information or partially true facts can be spread loy biased buyers or sellers to
defame a specific product or seller. Bitting andofblani [8] propose a defamation
protection model based on the concept of reputatiortheir model, whenever a
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transaction takes place between two parties, arbayd a seller, the buyer can
become suspicious of the information provided to.hilf the received quotes cause
his perception of some other seller (or sellersgttange to a significant enough
degree, that quote is deemed suspicious. Simildirfyny of the quoted prices differ

significantly from what the buyer believes to belr¢he information is taken as an
indication for becoming suspicious to that sellérthe buyer is suspicious to the
information received from a specific seller, he @atl for a consensus. Reaching
confidence based on the conclusion of the consehatislefamation has taken place,
the buyer can decrease the seller’s reputationicipants with low reputation value

are overlooked in this model; therefore differeattjes try to promote their social

face by providing truthful information.

Electronic commerce systems need to suggest thé nelesant set of items to
the users to increase their sales and customefadibn. Recommender systems can
serve this purpose by exploiting the opinions & tommunity to aid individual
members effectively identify their appropriate nedbm an overwhelming set of
choices [9]. Content based and collaborative filgare the two most widely used
methods that are employed in different recommersi@tems. Each of these
methods suffers from different problems. Contergeliafiltering recommends a set
of items that are conceptually closest to the itémas have been previously selected
by the user. One of the deficiencies of this masi¢hat it requires a correct human
aided classification and proper ontological catemgion of all items. Since this
categorization procedure is human centric, itrreeticonsuming and error prune [10].
There are also cases in which items cannot be |gledassified into specific
categories. Jokes are a clear example of suchmoesd11].

It is not only the content based filtering that esipnces certain difficulties, but
collaborative filtering has also its own deficieesi Collaborative filtering provides
recommendation to the end users through inter-tegerg pattern similarities. The
cold start problem, recommendation sparseness,a#adk vulnerability are the
major issues in this class of recommender syst@uokl start refers to the fact that
since new comers have not rated sufficiently enougimber of items, the
recommender algorithm is unable to direct apprégriacommendations at the user.
This results in a poor recommendation list for pre®ple with fewer ratings. As is
the case for many recommender systems, when therenty a few people with the
similar rating patterns to the current user, p@mommendations are given that is a
consequence of the sparseness problem. Collabertiering algorithms are also
vulnerable to malicious attacks. By attacks we nmibah malicious users can insert
unfaithful ratings to deceive others. This can bed for people to advertise their
own products while degrading other people’s goods.

In collaborative filtering based recommender systamers provide ratings for
four specific reasons: improve their profile, exggethemselves, help others, or
influence others [12]. The first group of peopldidee that their contribution to the
system will benefit them through receiving much enaccurate recommendations. A
user within the second class however, provideqgato express himself in the
community; while in the third group, people tenddssist others make the right
decisions. On the contrary to these three groupssefs, the fourth group tries to
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influence the recommender system’s behavior byiginog unfaithful ratings. Their
ratings may aim at pushing an item’s conceptualrdioates in a well-connected
position in the virtual correlation space that thecommender system would
recommend the item to many other users. Nuke atac&y also be pursued to
devalue products of other competitors. Some old@s in the fourth category only
have the intention to harm the recommender systseif.i This type of attack will
affect the overall behavior of the recommenderesysand be undertaken for fun or
defaming the recommender system amongst many bemmender applications.

An attack can be analyzed from many different moioft view [13]. It can be
firstly analyzed from the intention aspect to sdethier it is aiming to push or nuke
a set of items or is it aiming at the recommengstesn as a whole. The target of the
attack should also be considered. An attack may sgetific users or items. Any
guided attack requires some level of knowledge expkrtise which is very much
algorithm dependent and needs information of thtengadatasets. Some of this
information may be collected from the interfacesre€ommender systems that
provide the average rating of every specific iténis also important to increase the
cost of attack in a recommender system so thatrfpeeple are willing to launch an
attack. Social costs are paid through idea elioitatind reputation endangerment
[14]. Monetary costs have also been applied inrarerce systems such as eBay
[15] that giving ratings requires a user to havéeast one financial transaction. In
such situations, users prefer not to waste theéimgahances for defaming others.

O’Mahony et al [16] have proposed a model to detatiiral and malicious noise
in a dataset of recommender systems. In this apprabey exploit theMean
Absolute Error (MAE) between the actual and the predicted rating esdhsistency
measure. Any rating that falls below a given thoddl{e) is deemed to be classified
as one of the before mentioned noises.rl,gbe a rating valug,, be the predicted
rating for the user-item pair, amgh/rmax be the minimum and maximum permissible
ratings. Consistenayis calculated using Equation 1.

Cow = |ru,v— pu,v| 1)

Fmax ™ Tmin

Cuy > ¢ (2)

In this paper we propose a layered model for deigatoise in a recommender
dataset. The most important feature of the algariththat it is performed online and
during the recommender system execution. As a remg is provided in the
systems a trust value is ascribed to the ratingstTis formalized in this context
through three major constituent elements:

1. Importance(),
2. Frequencyy),
3. Quality \).
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Importance {) measures the degree of conformance between $leeted rating
value foritemj in the given rating and the overall trend towanating the same item
in all previous interactions from all other usefis factor focuses on the social
aspect of trust and has been incorporated intontbael to reflect the real world fact
that ratings which fall far from the general tresfdrating in the history of a specific
item should not heavily affect the rating behawdrthe recommender algorithm.
Frequency,y, determines how often a user participates in tbévides of the
community. This factor implicitly encompasses bttle longevity and interaction
roles [17] of a user in a recommender system. Taisstituent element of the
formalized trust value targets the behavior of @iser that has asserted the rating.
Quality () is also the other component of the proposed mastel that addresses the
excellence degree of a user’s past behavior aedaiction with regard to the current
recommender system. We formalize the trust valgelsd to every rating asserted
by a user through a 3-Tuple T & §, A). In this way, and with the help of signal
processing theory each rating in the recommendstesy can be quantified as a
signal. Any of the signals that have an altitudwdp than the average trend of the
overall signal altitudes that is calculated by #ugtoregressive moving average
(ARMA) model is regarded asuspicious. By suspicious we mean that it is
considered as a distrustful rating. Any suspicioasng that descends below the
standard deviation of the overall signal altitudd then be regarded as attack or
natural noise and will be discarded from the datase

The rest of the paper is organized as followshinnext section we will analyze
the structure of the proposed trust model for detgaoise and malicious attacks. In
Section 3 the structure of the employed datasetevfaluating the model, different
types of attacks and simulation results have beeviged. The paper then concludes
in Section 4.

2. Trust Formalization for Noise Filtering

Any recommender system can be a target for makciaativity. Although
malicious activity causes serious worries for tteeusacy and the ability of a
recommender system in giving precise and at the esatime useful
recommendations, but natural noise is also therothetor that may affect the
functionality of the recommender system. Hill e{H8] have shown that users may
provide inconsistent ratings for the same itemitiernt points of time. For this
reason, a specific rating cannot undoubtedly bssifiad as malicious or attack, and
hence punish the corresponding user for unfaithfetommender system
manipulation, since it may well be a natural noiat has occurred due to the
misalignment of the user with his normal behaviahat certain time.

It would also be unfair to basically cluster the of ratings related to a specific
item and consider the outliers as noise or attAttkough this approach seems to
give good insight into how different ratings areesa out for a particular item, but
cannot be exploited as a sole factor in the detegtrocedure. For example other
factors such as the asserting user’'s past behahibmverall contribution in prior
interactions, and longevity may compensate for ploisr rating and even make it the
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decisive rating in certain circumstances. Suppbsé an attacker has launched an
Imposter Deception attack on the recommender sysbenthis attack he creates
numerous imposters to nuke itggmAll these imposters would hence rate itgmith
very low rating. If usen, that has a high reputation value based on higique
interaction, rates iterp with a high value, the detection mechanism wischased
on a simple clustering technique will be easilylraged to decide that the rating
provided by useo is either noise or malicious attack (Figure 1)isTimisdetection
has two major repercussions which are Incorrect Desaluation, and False Rating
Disposal. In incorrect user devaluation a user Witfal rating will be devaluated
because of incorrect attack detection. Disposimgdbrrect rating values under the
suppression caused by imposters can further dishbleecommender system from
giving suitable ratings. The major risk that theset the recommender system as an
effect of these two side effects is that the recemter system itself will assist the
imposters by devaluating reliable users and disppsorrect ratings.

In our proposed methodology we exploit a three disienal factor for detecting
natural noise or malicious activity in a recommenggstem dataset. Whenever a
new rating is entered into the system by a speatier, the rating is analyzed in a
real-time fashion. The rating is then tagged wittrust value showing how much
confidence the system has on the new rating. Tiverldhe trust value is, the more
the system will be suspicious of the rating as §eiaise or attack. As it can be seen
in Equation 3, suspicion has a inverse relationsliip trust.

Suspicion = (Trust)™ (3)

We have applied an adaptive threshold for filtersgspicious ratings. This
means that not all suspicious ratings are dispdagdonly those who fall lower than
the threshold would be deleted. The reason for wkyhave applied a threshold
instead of deleting suspicious ratings is the thett some degree of uncertainty
exists in the decision making process. Josang Ei9%lIstate that due to a system’s
imperfect knowledge, it would be unreasonable toktthat every opinion is strictly
classified into belief or disbelief (or in our casest or distrust); hence uncertainty
should also be taken into account. Lack of evidemague user rating process,
external factors affecting the user’s behavior erahy other factors can contribute
in establishing uncertainty and lead us to devisinghore conservative filtering
approach.

To track each user's behavior in the system, ardidgihpeputation ascription
process has also been devised. Reputation is @bdist, socially ascribed, and
collective belief of the society towards the stgmiht of a single person within the
context of that society [20]. For this reason welei user reputation values as one
of the dimensions of rating trust ascription. Theptoyed reputation management
model is centralized and handled by the trust memegt process. A user with
higher reputation would have a privilege over othsers and has the chance to
affect the overall ratings in the system.

Trust has been formalized as a three dimensionatowein the proposed
malicious attack detection strategy. It consisténgfortance ), Frequencyy), and



Exploiting Trust and Suspicion for Re@ne Attack Recognitic 7

Quality (). Unlike Frequency, and Quality, that address soffrthe features of the
user who has expressed the rating, Importanceastti related to the rating itself. It
compares the altitude of the generated signal &yating with the expected altitude.
The weaker the signal is, the less it would haeedahility to manipulate the system
status. For instance if the recommender systemdaahed a stable rating for a given
item, a very powerful input signal is required meeirrupt the equilibrium. Algorithm
1 shows the overall behavior of our proposed filiggmodule.
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Fig. 1. The colony of ratings inserted by imposters eadilgeives a naive attack
detection algorithm

2.1. Importance

Importance calculates the potency of the inpuhgatis a normalized signal. To
determine the altitude of the input signal evetingais normalized in the first stage.
In the normalization phase the input ratitajng;; that has been expressed by user
for rating itemj will be compared with the previous rating behavibruseri. It is
obvious that the ratings provided by each usemafgpecific item cannot simply be
compared. For example if usef and v, rate the same itemy with 2, and 5,
respectively, in a 10 scale rating scheme, thesggsacannot be simply used to infer
thatvl has a lower belief t9 compared withy,. For this reason we normalize the
rating value based on the prior rating behaviahefuser.
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n
z rating; |

rating; kst
NormalizedRate | = n (4)
1 . —
— Rating; | — Rating;
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In Equation 4n represents the number of items that have beengousy rated by
useri. Having calculated the normalized value of theutrgignal, we plot the overall
rating trend in rating item In this phase the ratings that have been givateio |
from the start of its life will be considered. Howee ratings that have an older age
will have a lower effect. Using this trend and withe application of the
Autoregressive and Moving Average (ARMA) model (deguation 5), we will
estimate a possible rating value for this stage.

While Running(RS)
If Received (Rating)

¢=Importance(Rating->Rate,Rating->Item)
v=Frequency(Rating->User,RS->History(User))
A=Quality(Rating->User,Rating->Date)

/1 The trust value is calculated based on
¢ v A
Trust = f (¢ v, )

/1 Waker input signals than what s
/1 expected will be filtered

if (Trust < (ExpectedTrust — Threshold) )
FilterRating (Rating)

End

End //end if
End // end while

Algorithm 1. Overall Behavior of the Proposed Fitig Module

Given a time series consisting of the ratings fepacific item, the ARMA model
will provide the basic tools for understanding gvédicting future values in this
series. The ARMA model consists of two parts, atoregressive (AR) part and a
moving average or (MA) part. The model is usuadiferred to as the ARMAp( q)
model where is the order of the autoregressive part @iglthe order of the moving
average. We employ ARMA (2, 1) in our experimefitse predicted value through
ARMA will show the importance of the input signalat the system expects from a
faithful user regardless of his rating behaviom¢si signals show normalized
ratings).
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P q
Xt =&+ ) A% + D 08 )
i=1 i=1

In Equation 5,¢ is the error term, while the first and second sutiona
calculate the AR and MA parts of the ARMA modekpectively.

The predicted signal altitude will then be usedtlas center of a Gaussian
distribution like function (see Equation 6) to dmmse the value of the input signals
that are far from the predicted value. The altitedehe input signal calculated by
Equation 6 will represent the Importance of theentrrating.

Predicted Signal (§)

Fig. 2. £ Shows the predicted signal value calculated byAfRMA model

_ 2
6= e9(88) | o-0(a¢) (6)

NE=¢-¢ 7)

In Equation 60 is a constant regulating factor that controls ghedient of the
importance functiong ande represent predicted signal value and the inputadion
Equation 7, respectively.

2.2. Frequency

Frequency+) determines how often a user participates in #timg process in a
recommender system. This factor implicitly enconggasand verifies both the
longevity and interaction role fulfillment of theser. The more rates are contributed
to the recommender system, the more successfillib& Therefore the ratings of
the users that have provided more ratings in tlséesy should be valued more than
other negligent users. Respecting these usersalgth have another benefit by
guarding their ratings from deceitful attacks ofpimsters. Since imposters start an
attack without any prior interaction with the syatehe proposed algorithm will not
value their ratings as much as it does for morguieat raters. There are cases where
the imposters commence their attack by providinigrégings for a few items so that
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they gain enough reputation in the system to entddde to attack a specific item
later on. In this case other factors of the trusdei will contribute to the attack
prediction process.

The frequency of a user participating in the atigi of a recommender system is
calculated through the ratio of signals (ratingstthe has recently emitted into the
system with regard to all input signals. An agigtér ) has been employed to
value the users that have a continuous rating beha¥;; shows the number of
contributions of userat timet.

N e ®)
now
CD z l+ e(now t)x3 (9)
Y=
J
jO{ users}| (20)
Kusers}
Importance ()
1
/ Noise Space
///v Boundary of Suspicion
//’O//v Safe Space
Quality (».) ° *1 Frequency (v)

Fig. 3. The proposed model exploits a three dimensionat tralue
2.3. Quality

Quality refers to the degree of excellence of a irskis rating history compared
with the rest of the users in the recommender syside calculation of this factor is
achieved through counting the number of posititengs (the ratings that the system
has detected as clean) to the total number ofatisgs compared with the behavior
of others.
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now 1 ;
a = N | CleanRatings |

11
bt glmowtrB | Ratings | -

To find out the general trend between the userw aghat percentage of their
rating contains noise; we follow a similar approash-igure 2 and Equation 6. In
this way a value is calculated that shows thatexifip degree of noise in the rating
is legitimate. This value is based on both the entriuser’s past behavior and the
other users’ previous rating performance. If therent input signal contains more
noise than the expected rate, it would be assigrieder quality value.

The proposed trust model is a three dimensionalceinthat comprises
Importance, Frequency, and Quality as its builddhacks. Figure 3 clearly depicts
the notion of Trust and Suspicion and their retalip with the three introduced
factors. As the value of each factor decreasedrtist value also diminishes and
reaches towards thBoundary of Suspicion. We name the area between complete
trust and the boundary of suspicionSafe Space. The ratings that have a trust value
in this area will be regarded as clean; howeveéngatwith trust values in thidoise
Soace will be regarded as noise or malicious attack.

1.4

1.2+

4.

08F

Safe Space

06F

0.4F

02F

Fig. 4. A sample trust signal for a specific item (Theritbas 39 ratings in the
dataset)

To specify the exact placement of the boundary uspiion we employ an
adaptive approach. In this approach we use the ARRJA) model again, to predict
the next tolerable trust value. We also apply sdegree of tolerance which is based
on the standard deviation of the overall trust galoalculated from the input signals
for a specific item. As Figure 4 depicts, strongigmnals have higher altitudes that
makes them more trustworthy and less suspiciouseofg noise or attack. Other
signals that have a lower altitude are suspicidubeing noise or attack; but are
tolerated. The last set of signals that fall betbe boundary of suspicion are tagged
as noise or attack and are hence filtered out.
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We currently do not devalue the signals that ifalthe boundary of suspicion,
but further research can be conducted to see tbet @f applying a fading factor to
such signals.

3. Experimentsand Results

In this section we will initially analyze the dagashat we have employed for our
simulations. Different types of attacks that haeerblaunched against the dataset in
different periods of time will also be explainedhelimprovements achieved through
the application of the trust model have also beepiafed that are based on the
Absolute Error (AE) between the predicted and dtea rating.

We have calculated the final trust value by buidanvector (Equation 12) from
the attributes of the trust model: Importance, @uabnd Frequency. Two sample
trust vectors are shown in Figure 5.

Trust = vector (¢, A, y) (12)

Importance (C)

Frequency (v,

Quality (1)

Fig. 5. The trust values as three dimensional vectors

3.1. Dataset

There are several recommender system datasetg &reslable on the web such
as EachMovie and MovieLens. The Eachmovie datas®tists of 72,916 users that
have provided 2,811,983 ratings for 1,682 movielse MovieLens dataset is a
smaller dataset that comprises 100,000 ratings ®dfusers for 1,682 movies. In
our simulations we generated a sample datasetstimgsiof 12,000 ratings for 300
items by 60 users over 20 days. The ratings were stale of {1, 2... 5}. Our initial
experimentations were conducted based on this etasasce we were doubtful that
the previously introduced datasets may themselwgam noisy data. For this
reason and because of their probable internal noiseven malicious attack data
that may be the result of attacks launched ag#ireste datasets at the time of their
preparation) we decided to generate a new datasetr simulations. In this way
we are able to analyze the behavior of our propesedel under different attack
strategies without having to worry about unknowrsadhat may affect the behavior
of the algorithm.
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The users in our generated dataset are categanize@ main classes. Each user
depending on its class and the certain conditiab ke is in will show a specific
behavior. Some users tend to rate the items thegueer with a high rating (class1)
while the others prefer to give lower ratings (sl&. The rest of the user classes
(classes 3 through to 6) conceptually differentia¢ween the items and rate each
category of items in a different manner (e.g. a<laf users may rate philosophical
books with a high rating while they rate mathemhbtioks very low.).

Trust Basedl|

0.7
_— 1 »
06 7!: Normal Recommendation I; i | ;
I ! -
051! | ] b ! h *
1 W I Ifl
+0.4 | | b,
=] i, I
wo.3 4. . ] l
" | g W
0.2 " . |
0.1+
0 h_m'_*=_§
1 1001 2001 3001 4001
Iteration
(@
Trust Based
2 — - — - - Normal Recommendation

Error

1 1001 2001 3001 4001
Iteration

(b)

3.2. Attack Strategiesand Evaluation

O’Mahony et al [16] have introduced various attatiategies on recommender
system datasets from which we have adopted fouturlllaNoise, Random Attack,
Probe Attack, and AverageBot. In the simulationsdtacted with the natural noise
strategy we did not add any extra ratings into dataset, and the algorithm was
applied to the dataset in a temporal manner. Re@mdations were made in each
iteration for a random item, and the differencenaetn the real rating value assigned
by the user and the predicted value by the san@m@endation algorithm [21], but
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with the application of the trust based filteringodel were calculated. The
recommendation error of each method, with and witlmise detection, is shown in
Figure 6(a). The proposed filtering method showsnach better performance
compared with its counterpart.

2 Trust Mode
— - — - - Normal Recommendation
S
L
1 1001 2001 3001 4001
Iteration
(c)
Trust Model Applied
19 — - — -Normal recommender Algorithm
0.8 - .. -
= 0.6 - B
e
@ 0.4 - ——
0.2
0
1 1001 2001 3001 4001
Iteration
(d)

Fig. 6. Graphs from (a) to (d) show the Absolute Errothef recommender
application

The random attack strategy is the simplest typattaick that we consider. In this
strategym-1 items are selected at random from the item sets@ items are rated in
a normal fashion, while one other item is eithdedaas f.x Or in based on the
average rating that the other users have ascribetiet item (Figure 6(b)). The
popular attack attempts to ruin the attractionhaf tost popular items within the
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recommender dataset. These items are good camgliftatattacks since they are
likely to be in a neighborhood of many other iteamsl users, in this way damage to
such an item can propagate to others that resulde¢reasing the cost of an attack
(Figure 6(c)). The last type of attack that we utalee is the AverageBot attack. In
this strategy the attack profile consists of &l items in the systems (or in our case a
small portion of it). The attacked item receivgg Or . While the other items
receive a random rate on a normal distribution wlith mean equal to the average
rating of the item being rated and the standardatiem of all items in the dataset
(Figure 6(d)).

4. Conclusions

Recommender systems are very attractive for malécaxtivity and vulnerable to
attack. There are three major sources of threahiaéting recommender systems.
The first source of such threats is the inconsstasf user's behavior in providing
reliable and steady ratings. Although this typgerisk causes concerns, but
malicious activities that aim to nuke or push aaiaritem or groups of users arouse
much more serious worries. In this paper we havpgsed a three dimensional trust
model comprising Importance, Frequency, and Quéditglistinguish between noisy
and clean ratings in a dataset of a recommendéermysThe model has a dynamic
nature and analyzes incoming ratings in a real-fiashion. The results show great
improvement from the perspective of reducing theohlie error between the real
ratings and the predicted ratings. We would likeatwalyze the behavior of the
proposed model on other datasets to understandbdtgvior under various
conditions. It would also be provoking to measune time complexity of the
recommender system with the application of the psed trust based filtering
algorithm.
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