Reliability-aware Controller Placement for
Software-Defined Networks

Yannan Hu, Wang Wendong, Xiangyang Gong, Xirong Que, and Cheng Shiduan
State Key Laboratory of Networking and Switching Technology
Beijing University of Posts and Telecommunications
Beijing, China
{huyannan, wdwang, xygong, rongqx, chsd} @bupt.edu.cn

Abstract—The Software-Defined Network (SDN) approach
decouples control and forwarding planes. Such separation in-
troduces reliability design issues of the SDN control network,
since disconnection between the control and forwarding planes
may lead to severe packet loss and performance degradation. This
paper addresses the problem of placing controllers in SDNs, so as
to maximize the reliability of control networks. After presenting
a metric to characterize the reliability of SDN control networks,
several placement algorithms are developed. We evaluate these
algorithms and further quantify the impact of controller number
on the reliability of control networks using real topologies. Our
approach can significantly improve the reliability of SDN control
networks without introducing unacceptable latencies.

I. INTRODUCTION

Unlike traditional networks, where both control and for-
warding planes are highly integrated on the same boxes,
the Software Defined Network (SDN) architecture decouples
control and forwarding planes. Such separation is realized by
moving the network intelligence onto one or more external
servers, called controllers, which make up a network-wide
logically centralized control plane that oversees a set of dumb,
and simply forwarding elements [1].

Generally speaking, the SDN control plane consists of three
parts [2]: control platform, which handles state distribution;
control applications, which are developed upon a program-
matic interface that the control platform provides; and control
network (or connectivity infrastructure), which is used for
propagating events to packet-forwarding devices or between
multiple controllers. Although there have been a range of
previous works that focus on control platform and control
applications, so far, design issues of the control network, which
is also another essential part of the SDN control plane, have
not been well investigated.

Since network failures could cause disconnections between
the control and data planes, and further disable some of the
switches, it is of great importance to improve the reliability of
SDN control networks. As a result, in this paper, we are inter-
ested in finding the answers to the following questions: given
a physical network and the failure probability of each network
component (e.g. links and switches), how many controllers
are needed and how to place them such that a pre-defined
reliability objective is optimized.

To find the most reliable controller placements for SDNs,
we propose a novel metric that reflects the reliability of the
SDN control network, called expected percentage of control
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path loss, where the control paths are defined as the set of
routes that are used for communications between switches and
their controllers, as well as between controllers themselves.
The optimization target is then to minimize the expected
percentage of control path loss. To maximize the reliabili-
ty of SDN control networks, we develop several placement
algorithms that automate the controller placement decision.
These algorithms and the benefits of reliable-aware controller
placement are evaluated through extensive simulations using
real topologies. We also verify our proposal by quantifying
the tradeoffs between metrics, e.g., reliability and latencies.

The remainder of this paper is organized as follows. We
review related work in the next section. Section III proposes
our reliability metric. Section IV presents four placement
algorithms. Section V covers the simulations and our findings.
Section VI concludes the paper.

II. RELATED WORK

There have been extensive studies on resiliency of tradi-
tional networks, such as [3] and [4]. However, the models
considered in these works can not be applied to the SDN
architecture, since these models either assume that control and
data packets are equally affected when a failure happens, or
assume that each node in the network functions independently
and consists of both control and forwarding planes.

There have been several research efforts on designing the
control plane of SDNs. To assuage the scalability concerns
raised when building networks with a logically centralized
control plane, one of the practices is to work on distributed
implementations of the controllers (also valuable for fault tol-
erance), which include Onix [2] and HyperFlow [5]. Although
these implementations use multiple controller instances, how
to design a control network such that a given objective can be
satisfied is still an open question. We tackle this problem from
the reliability perspective in this paper.

The most relevant work can be found in [6]. The authors
motivated the controller placement problem and examined the
impacts of placements on average and worst-case propagation
latencies on real topologies. They find that most networks
show diminishing returns for each added controller, and one
controller location often suffices. While propagation latency is
certainly a significant design metric, we argue that reliability
design is also an essential part for operational SDNs. This
paper optimizes the reliability of SDN control network, and
further qualifies the tradeoffs between reliability and latencies.
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III. RELIABLE-AWARE CONTROLLER PLACEMENT

In SDNs, switches communicate with their controller via
standard TLS or TCP connections. When multiple controllers
are deployed, communications between these controllers are
also required to achieve global consistency of network state [2].
In this paper, we assume that the above communication traffic
uses existing connections between switches. We define control
paths as the set of routes that are used for communications
between switches and their controllers, as well as between
controllers. If we view each control path as a logical link, com-
munication packets are actually transmitted over an overlay
network, named control network, above the physical network.

To analyze reliability of the SDN control network, we
define a reliability metric similar to what has been proposed
in [7]. Our reliability metric is defined as the expected per-
centage of control path loss, where the control path loss is the
number of broken control paths due to network failures. The
optimization target is then to minimize the expected percentage
of control path loss.

Ideally, if failures of different control paths are indepen-
dent, our metric can be calculated directly. However, two
overlaid control paths may share a common physical link or
switch, and thus control paths fail in a dependent fashion.
Several dependent failure models have been proposed in the
past for studying network reliability. In this paper, we adopt
a commonly-used dependent failure model, the cause-based
reliability analysis model [8], in SDN control networks. The
basic idea is that failures of the control network components,
e.g., control paths, have underlying physical causes that can
be explicitly identified and are statistically independent.

We omit the analysis details due to space limitation.
However, two things are important to mention: (1) In general,
it is impractical to cover all failure causes that affect the states
of control paths. However, in practice, we can get a satisfying
statistical coverage by only analyzing the failure causes that
could most likely happen. According to [9], [10], the possi-
bility that multiple physical components fail simultaneously
in one administrative domain is extremely small, and most
of the failures only involve single network component in IP
networks. Therefore, we only analyze the failure scenarios,
in which we assume at most one physical component fails at
any time in this work. (2) Because one goal of this paper is
to understand how much reliability gains we can achieve by
barely placing controllers carefully in the network, we ignore
the benefit of any control path protection mechanisms in this
work. In another word, when a physical component fails, we
assume that the control paths traverse that physical component
fail as well. These assumptions will be relaxed in future work.

For a network graph G(V, E), where V is the set of nodes,
E the set of links, let n be the number of nodes. Let k
denote the number of controllers to be placed in the network.
To reduce the propagation delay of control traffic, for any
controller placement, we connect each switch to its nearest
controller using the shortest path (in terms of propagation
delay). Let m denote the total number of control paths in
the control network. For each physical network component
l € VUE, define p; to be the failure probability of component
[. Without loss of generality, let us assume that the failure of
[ breaks d; control paths. Then, the expected percentage of

control path loss ¢ is

1

leEVUE

Note that m varies with the forms that SDN control
networks take. In this paper, we assume hierarchical control
network, meaning that multiple controllers are connected in
a full mesh, which connect to forwarding nodes below. As a
result, m =n + k(k —1)/2.

IV. PLACEMENT ALGORITHMS

We have proved that the reliability-aware controller place-
ment problem is NP-hard by reducing it from a known NP-hard
problem — the minimum k-median problem [11]. Therefore,
some approximation algorithms must be used for a sub-optimal
solution. To solve the reliability-aware controller placement
problem we present a number of algorithms to pick the
placement of k controllers.

A. Random Placement

Under random placement, the algorithm randomly chooses
k locations among |V| potential sites.

B. [-w-greedy

Suppose we need to place k controllers among |V'| potential
locations, the algorithm first generates a list of the potential
locations, denoted as S,., which is ranked increasingly based
on on failure probabilities of the switches. Then, it chooses one
location at a time, from the first w|V|(0 < w < 1) elements
of S,, named candidate locations, for hosting controllers. For
[ =0, in the first iteration, the algorithm computes the cost
associated with each candidate location under the assumption
that connections from all switches converge at that location,
and pick the location that yields the lowest value. In the
second iteration, the algorithm searches for a second controller
location from the candidate locations which, in conjunction
with the location already picked, yields the lowest cost. The
algorithm iterate until £ controllers have been chosen. For any
other [ value, after [ controllers have been placed, the algorithm
allows for [ steps backtracking in each of the subsequent
iterations: it checks all possible combinations of removing [ of
already placed controllers and replacing them with [ + 1 new
controllers. Similarly, the most reliable placement is selected
as the starting point for the next iteration.

C. Simulated annealing

Simulated annealing (SA) is a generic probabilistic meta-
algorithm. While SA is a known technique, our contribution
lies in optimizing the configurations of the algorithm, which
reduce the search space and ensure rapid convergence to a
near optimal placement. (1) Initial state: The initial solution
is obtained by placing k controllers at the k& most reliable
locations. (2) Initial temperature: The initial temperature 7§
should be a large value so that almost any neighbor solution is
acceptable. We define Py as the acceptance probability in the
first k iterations, and /\y as the cost difference between the
best solution and the worst solution obtained in Y executions
of the random placement. Then the initial temperature 7 can
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be computed by —|Ag|/In Py. In our implementation, we set
Py t0 0.999 and Y to 1000. (3) Neighborhood structure: Let
P(M) denote a possible placement of k controllers, x. a
controller location of P(M) and x, a location of (V —P(M)).
Instead of choosing x. and 2, randomly, for each z. in P(M),
the best exchange zj, in (V — P(M)) is identified such that
Ne = mingev—puy)Dej» Where Ay is the reduction in
the objection function that is obtained when x; € P(M) is
replaced by z; € (V — P(M)). The algorithm performs in
the usual way once the pair of location is determined. A cycle
of the algorithm is completed when all z.s in P(M) are ex-
amined. (4) Temperature function: The temperature decreases
exponentially, i.e., Thew = @Tpq. We empirically determined
that o = 0.75 gives the best results.

D. Brute Force

The brute force algorithm is implemented for evaluation
purpose. It generates all the possible combinations of k£ con-
trollers in every potential location. It measures the cost of each
of the placements and returns the best one. Since this solution
approach is exhaustive, it obtains the optimal result.

V. EVALUATION

This section summarizes our simulation results based on
real topologies, aiming to understand the benefits of reliability-
aware controller placement. We first evaluate the performance
of the various placement algorithms discussed in Section IV
using the Internet2 OS3E topology [12]. To characterize relia-
bility performance against the number of controllers, we then
expand our analysis to Rocketfuel topologies [13]. Finally, we
analyze the controller placement tradeoffs between reliability
and latencies.

A. Algorithm Comparison

To compare the performance of the algorithms, we use the
relative performance of the algorithms as a metric, which is
defined as the ratio between J of the feasible solution found
by the algorithms to the one that is achieved by the brute
force algorithm. A value of 1.0 implies the algorithm finds an
optimal solution. The OS3E topology is used. In our exper-
iments, we generate different settings of network component
failure probabilities, which stand for different failure scenarios.
For each of the settings, we run a set of simulations. In
each set of the simulation, we first pick %, the number of
controllers. For the given k, we run one simulation for the
following algorithms: random, 0-1-greedy, 0-0.8-greedy, 1-1-
greedy, 1-0.8-greedy, 2-1-greedy, 2-0.8-greedy, SA and brute
force. Then, we repeat all simulations for the next k.

Due to lack of space, we only report the results under
the setting where the switch failure probability is randomly
generated from interval [0.015, 0.025] and the link failure
probability is generated from [0.035, 0.045]. Actually, com-
parison results are insensitive to variations in the failure prob-
ability. Figure 1 shows the cumulative distribution (CDF) of
the relative performance of the algorithms. As we can see, the
simulated annealing, 2-1-greedy and 1-1-greedy are the three
best algorithms. Among these three, the SA performs the best,
and the 2-1-greedy always finds better placements than the

0-1-Greedy
0-0.8-Greedy
1-1-Greedy

- 1-0.8-Greedy
2-1-Greedy
20.8-Greedy
SA

Random

CDF (%)

1.00 1 ;.)5 1 ‘10 1 ‘15 1.20

Relative Performance
Fig. 1. The CDF of relative performance of the placement algorithms on
OS3E topology.
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Fig. 2. Reliability metric vs. the number of controllers on different topologies.
Smaller is better.

1-1-greedy. Regarding other algorithms, the 0-1-greedy, 0-0.8-
greedy, 1-0.8-greedy and 2-0.8-greedy have the performances
in between the three bests and the random placement, which
has the worst performance.

B. Impact of controller number on reliability

We now present the results of our simulations on the
OS3E and Rocketfuel topologies, aiming to find the answer
to the following question: if the controllers are carefully
placed, how many controllers should we use in order to
maximize reliability. In this set of simulations, we consider
only the SA algorithm. For all the topologies, we set the failure
probabilities of each switch and each link to the same values,
0.01 and 0.02, respectively.

Figure 2 depicts the impact of the number of controllers
on the control network reliability. The x-axis is the ratio
between k£ and the total number of network nodes, n. The
y-axis shows the corresponding §. We are surprised to find
that reliability optimizations on different topologies provide
similar results. As expected, using too few controllers reduces
reliability. However, for all topologies, past a certain amount of
controllers, adding more controllers has an adverse effect. The
reason is that: when k is a large number, the control network
is similar to a full mesh, and too many control paths between
controllers make the graph reliability low. In our experiments,
the best controller number, £/, is in between [0.035n,0.117n].
Looking at data not shown due to space constraints, we
observe that although larger networks generally require more
controllers to maximize reliability, the ratio between k' and
n decreases with the topology scale. However, we see no n-
dependent patterns.
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Fig. 3. One-way latencies when optimizing for reliability on different topolo-
gies (log-scaled). The X mark on each curve represents the corresponding
latency of the placement that achieves the best reliability.

C. Tradeoffs between reliability and latencies

As propagation delay bounds the control reactions with a
remote controller in SDN [6], we are also interested in finding
the tradeoffs between reliability and latencies. We run a set of
simulations on the OS3E and the Rocketfuel topologies, where
the network component failure probabilities of each topology
are set to the same values as in Section V-B.

The tradeoffs vary with the number of controllers. For
example, in the OS3E topology, when optimizing for aver-
age latency, the “best” placement for £k = 1 also yields
the optimal reliability metric. However, when placing 3-4
controllers, optimizing for average and worst-case latencies
decreases reliability by 13.7% and 13.8%, respectively; on the
other hand, optimizing for reliability increases the average and
worst-case latencies by 17.3% and 13.4%, respectively.

Although it seems that one must choose between optimiz-
ing for reliability or latencies, we find that the additional la-
tencies introduced by optimizing for reliability are acceptable.
Figure 3 depicts the corresponding one-way latencies when
placing controllers at the reliability-optimized locations on
different topologies (represented by different curves). These
latencies are compared to the three delay bounds proposed
in [6], which are illustrated as horizontal lines in the figure. Ob-
viously, the corresponding average latencies in all experiment
topologies are sufficient to meet the ring protection targets
when reliability is optimized. Furthermore, even in the worst
case, optimizing for reliability still presents no fundamental
limit to meeting existing delay goals.

VI. CONCLUSION

In this paper, we address the problem of placing con-
trollers in Software-Defined Networks (SDNs) to maximize
the reliability of control networks. After presenting a novel
reliability metric (expected percentage of control path loss),
we developed several placement algorithms. Their benefits
are examined using real topologies. Our main results and
conclusions are as follows. First of all, placement performance
depends on the specific algorithm used. Among the algorithms
proposed in this paper, simulated annealing algorithm provides
solutions that are close to optimal. In addition, even when
controllers are strategically placed, the number of them should
be chosen properly. Placing too many or too few controllers
reduces reliability. Finally, simulation results show tradeoffs
between metrics. However, the corresponding latencies when
optimizing for reliability is sufficient to meet existing response-
time requirements.
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