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Abstract—Network flow monitoring has been a part of network
security for the last dozen years. It is constantly evolving to keep
pace with changes in network operation and innovative network
attacks. The thesis contributes to the continuous efforts by ex-
ploring the possibilities unlocked by extending the flow data with
application-specific information. We show how the construction
of flows is affected by processing of application data, present the
benefits to traffic analysis, and assess the inevitable performance
loss caused by additional data processing. To compensate for
the lost performance, several novel optimisation techniques are
proposed for the flow monitoring process. Recognising that the
increasing deployment of encryption is going to limit the benefits
of application flow monitoring, we perform a survey of methods
for measurement of encrypted traffic. The thesis is concluded
by an outlook towards future possibilities for flow monitoring
advancement.

Index Terms—network, monitoring, measurement, flow, appli-
cation flow, NetFlow, IPFIX, encryption, performance, 100 Gbps

I. INTRODUCTION

The concept of network flow monitoring was proposed
in 1991 to facilitate accounting of network usage. Cisco’s
NetFlow became a de-facto standard for acquiring IP network
and operational data in the following years. However, the main
potential of flow monitoring became realised much later, in
2005, when Cisco engineers proposed to use NetFlow for
anomaly detection and traffic analysis [18]. Flows records
together with packet capture are the two main sources of
data for intrusion detection systems nowadays. Moreover, the
flow records are being used for data retention [19], which is
mandatory for internet service providers in many countries.

Due to the growing cybercrime industry and cyber espi-
onage [20] the traffic analysis and security potential of flow
monitoring have become more accentuated over time. To sup-
port traffic analysis, Cisco enriched its Flexible NetFlow [21]
with information from the Network-Based Application Recog-
nition (NBAR) [22] in 2009. NBAR was initially used for
QoS management on Cisco appliances. The trend of enriching
flow records with information from application layer continued
and resulted in the application-aware flow monitoring, which
can be seen as a combination of Deep Packet Inspection
(DPI) and flow monitoring. A deployment of flow monitoring
has become standard practice since almost every enterprise
networking equipment is able to export flow records nowadays.
Steinberger et al. surveyed ISPs and network operators and

found out that a majority of them uses flow monitoring for
attack detection in their networks [23].

The importance of flow monitoring is growing. As the speed
of network links increases, DPI-based intrusion detection
systems are becoming incapable of handling the sheer amount
of traffic. Moreover, the increasing amount of encryption
makes it harder still for DPI to be effective. The goal of the
thesis [1] is to advance flow monitoring techniques to achieve
better application visibility and performance. These techniques
are primarily intented to improve network management and
security.

When the flow monitoring is deployed on a network, the
measured flow data are sent to a flow data processing system.
The system facilitates flow analysis, reporting, and threat
detection. All of these functions require high-quality flow data
for their operation. For example, when some of the packets are
not monitored or actively sampled, the quality of flow data is
significantly reduced [24]. Moreover, when the data contains
artifacts [25], the data analysis and threat detection can be
impaired as well.

Maintaining a high-quality flow monitoring system is a
challenging task due to the constant changes in traffic structure
and increasing volume [26]. We have identified three main
topics that directly affect flow monitoring and flow data
analysis. Firstly, the flow monitoring must keep pace with
the increasing speed of networks. Therefore, the performance
of flow monitoring must be studied and improved to match
the speed of the network links. Secondly, as the network
attacks are becoming more sophisticated, application layer
information must be provided to enable more efficient threat
detection. Lastly, the increasing amount of encrypted traffic
makes application visibility difficult. Therefore, to maintain
any degree of application visibility, novel approaches for
monitoring of encrypted traffic must be explored.

A. Application Layer Information

When we started our research in flow monitoring in 2012,
application visibility in flow monitoring was a relatively new
concept. With the exception of Flexible NetFlow utilising
NBAR, the flow records contained only network and transport
layer information. However, even the Flexible NetFlow pro-
vided only application recognition without extraction of any
application-specific data. At the end of 2011 ntop released
a version of their nProbe flow exporter capable of utilising
OpenDPI library to provide information about application pro-978-3-903176-15-7 c© 2019 IFIP
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tocol [27]. Still, the information provided was only application
protocol name and identifier, which was very similar to what
the Flexible NetFlow provided.

With the increasing number of discovered vulnerabilities
in applications [28], we have found it essential to increase
the capabilities of flow monitoring to detect more of these
vulnerabilities. Therefore, we have decided to create true
application-aware flow monitoring that would allow threat
detection algorithms to utilise not only network and transport
layer information, but also application layer information as
well.

B. Growing Network Speeds

The implementation of flow monitoring started as an addi-
tional feature of routers and switches. However, as the main
purpose of the networking devices is not flow monitoring,
the quality of data is compromised under high load, where
the networking capabilities are of higher importance than
the monitoring itself. This, and the reason that the devices
provided only limited configuration options lead to the de-
velopment of flow monitoring on commodity hardware [29].
It was shown that even monitoring of a Gigabit Ethernet
on commodity hardware is a challenging problem. Therefore,
even with increasing CPU frequency and the number of cores,
flow monitoring of 10 Gbps and faster networks requires
the use of special techniques and optimisations. The recent
advances in networking technologies lead to standardisation
and deployment of 40 Gbps and 100 Gbps Ethernet links.
Moreover, standards for 200 Gpbs and 400 Gbps Ethernet were
approved at the end of 2017.

We have decided to research the possibilities of high-speed
flow monitoring at these speeds. Moreover, since application-
aware flow monitoring requires more performance than basic
flow monitoring, we study the impact of processing of appli-
cation payloads on the flow monitoring performance.

C. Traffic Encryption

Our decision to include application layer information in
flows to increase network visibility and aid threat detection
was based partially on the amount of unencrypted traffic that
could be observed in the network. Research showed that only
one-third of web pages could be browsed via HTTPS [30]
in 2013. However, the amount of encrypted traffic steadily
increased, and more than 70 % of web pages are loaded
over HTTPS nowadays [31]. This massive change in the
use of encryption necessitates the use of novel approaches
to monitoring of the encrypted traffic. Therefore, a study of
encrypted protocols, as well as an overview statistical methods
of traffic classification, are needed to analyse the impact of
encryption on the amount of information that can be provided
by the flow monitoring.

II. APPLICATION FLOW MONITORING

We have described the aspects of extending flow monitoring
by using information from the application layer. We have
argued that application monitoring is necessary to provide
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information about current network-based cybersecurity threats.
Without the application insight, attackers can perform applica-
tion layer attacks that have no impact visible using the basic
flow monitoring. Therefore the application flow monitoring
utilises aspects of DPI to provide more fine-grained informa-
tion about the observed traffic.

We have surveyed the state-of-the-art of the application
parsers creation process. There are several approaches that
allow creating application parsers from a higher level descrip-
tion, which allows creating more robust and reliable parsers.
However, existing application flow exporters do not often use
these approaches and implement their own application parsers.
Moreover, only a few flow exporters provide real application
visibility, even though most of them support application iden-
tification.

The existing sources do not use consistent terminology
regarding the application flow monitoring. Therefore, we have
proposed a workable terminology that captures the current
state of the art in the application flow monitoring. We call the
flow monitoring without processing the application layer basic
flow monitoring and differentiate between IP flow monitoring
which is a term used for any flow monitoring that uses
information from the IP layer. We have provided definitions
of both application flow and application flow record, and
explained their relation to the flow and flow record definitions
provided in [2].

Once the terminology of application flow has been estab-
lished, we ventured to describe the application flow monitoring
process, particularly the changes that it introduced to the
general flow monitoring process, which we described in detail
as well. It impacts the flow creation on two main levels.
Firstly, a new flow expiration reason has been introduced that
can be triggered due to an application event. Secondly, the
flow records became application flow records as they contain
information from the application layer. These changes have an
impact on the number of generated flow records as well as on
their sizes.

Another contribution is a discussion of a design of an HTTP
protocol parser [3]. We have shown several approaches to the
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construction of the parser, implemented them, and evaluated
their performance. We have quantified the flow monitoring
performance drop caused by each of them and showed that
a hand-crafted parser can be highly optimised to provide the
best throughput, although it requires an expert programmer to
implement it correctly. Performance comparison of the chosen
approaches is shown in Figure 1.

III. FLOW MONITORING PERFORMANCE

Performance of flow monitoring systems is another topic
covered in the thesis. We have explained different methods of
measuring the overall performance and have shown that it is
important to choose the one that provides more appropriate
results. Different factors that have an impact on the flow
monitoring were considered as well. We have shown that the
used hardware, system settings, packet capture framework,
settings of the flow exporter, and the traffic mix have a
considerable impact on the results of the measurement. CPU
processing power and memory controller throughput are the
most obvious bottlenecks for flow monitoring. We have shortly
discussed ways to detect these bottlenecks and decide whether
the memory footprint or CPU cycles need to be optimised.

The performance of flow monitoring significantly depends
on the performance of the underlying packet capture frame-
work. We have presented the evolution of the state-of-the-
art packet capture frameworks. Linux NAPI can be used for
packet capture on gigabit networks, however, to achieve full
packet capture on 10 Gbps and faster networks, specialised
NIC drivers together with kernel network stack bypass must
be used. Zero-copy approach and receive side scaling are
a necessity to achieve these speeds. The buffers to which
the NIC delivers packets through DMA transfers are mapped
directly to the user-space. Interrupts are usually disabled
at high speeds and extensive polling is performed by the
receiving application. When the data needs to be shared
between multiple applications, the RX queues are managed
by the kernel driver. In this case, the provided API must
enable reception of multiple packets at once, a technique called
batch or burst packet processing, to avoid unnecessary context
switches between kernel and user-space. In case only a single
user-space application is processing the packets, such as in
the DPDK framework, the RX queues are managed directly
by user-space, which increases the performance due to the
lesser number of context switches.

Although packet capture is an important part of the flow
monitoring process, many optimisation techniques can be ap-
plied to the flow monitoring as well. An overview of discussed
techniques is provided in Table I. We have discussed the
possibility of hardware acceleration using specialised FPGA-
based NICs that allows offloading of packet preprocessing
to the NIC itself. We have shown that depending on the
capabilities of the NIC, different levels of offloading can be
achieved. However, the flow exporter must be aware of these
capabilities and actively cooperate with the NIC. Multiple
optimisations can be used in the design of the flow exporter
software as well. We have argued that multithreading and

TABLE I
FLOW MONITORING ACCELERATION TECHNIQUES.

Hardware acceleration Software acceleration
Receive Side Scaling Multithreading
Packet trimming NUMA awareness
Packet header preprocessing∗ Flow state in parsers∗
Flow processing offloading Flow cache design
Application identification∗ Per-flow expiration timeout

Delayed packet processing
Bidirectional flow records

∗Novel Proposals Are Highlighted
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Flows per Interface.

NUMA awareness are key to flow monitoring performance,
although special care needs to be taken to configure the setup
correctly. Other optimisation techniques such as flow cache
design, per-flow expiration timeouts, delayed packet parsing,
and the use of biflows have been considered as well.

Finally, we have built a high-density flow monitoring
system capable of processing 16x10 Gbps [4]. The system
utilised two FPGA-based NICs that allowed us to test the
offloading of packet processing. Figure 2 compares the per-
formance of processing of full packets, trimmed packets,
and pre-processed packet headers. A significant performance
improvement achieved using the offloading techniques can be
observed. Even 512 B packets cannot be processed without
offloading at line rate; however, offloading allows us to process
the same amount of traffic for 256 B packet size. Therefore,
these techniques are crucial for processing traffic on high-
speed networks.

The number of concurrent flows that needed to be kept in
a flow cache has had a considerable impact on the measured
performance. Moreover, we also demonstrated the importance
of having powerful enough CPU by repeating the tests with
two different CPUs. A 100 Gbps flow monitoring system with
a single NIC was demonstrated in [5]. We believe that by
utilising more of the proposed optimisation techniques, we
should be able to achieve even higher throughput of the
system, possibly reaching even 200 Gbps rate offered by the
latest NICs available on the market.
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Fig. 3. A General Scheme of Network Security Protocols.

IV. MEASUREMENT OF ENCRYPTED TRAFFIC

To address the problem of measurement of encrypted traffic,
we have presented an overview of current approaches for the
classification and analysis of encrypted traffic [6]. First, we se-
lected a number of the most widely used encryption protocols
and described their packet structure and standard behaviour
in a network. Second, we focused on information which is
provided by encryption protocols themselves. Figure 3 shows
how the encrypted connection setup is usually performed by
most encryption protocols. We have found that the initiation
phase often provides information about the protocol version,
ciphers used, and the identity of at least one communicating
party. Such information can be used to monitor and enforce
security policies in an organisation. We also discovered that the
use of information from the unencrypted parts of an encrypted
connection for a network anomaly detection is only briefly
investigated by researchers. Information about communicating
parties can be leveraged to discern the type of encrypted traffic.
For example, the list of supported cipher suites provided by
a client when establishing a secure connection can help to
identify the client. We believe that the use of unencrypted
parts from the initiation of an encrypted connection should be
explored in more detail.

Before starting the analysis of the encrypted network traffic,
it is necessary to identify it. Thus, we surveyed approaches
to classifying and analysing encrypted traffic in journals,
conference papers, proceedings of specialised workshops, and
technical reports. We studied works presented in selected
computer science journals, mainly the Communications Sur-
veys & Tutorials, Computer Networks, International Journal
of Network Management, and Transactions on Network and
Service Management. We also surveyed international confer-
ences such as IMC, PAM, CISDA, CNSM, IM, and NOMS
over the period 2005-2014. There are payload-based methods,
which use knowledge of a packets’ structure, and feature-based
methods, which use characteristics specific to the protocol
flow. For the payload-based classification, there are several
open-source traffic classifiers which can identify encrypted
traffic using pattern matching. The initiation of communication
often has a strictly defined structure; therefore, the patterns
can be constructed for specific protocols. The main difference
between various classifiers is that some of them require traffic
from both directions of the communication to correctly classify
the flows.

Feature-based traffic classifiers have been intensively re-
searched over the last decade. Many statistical and machine-
based learning methods have been applied to the task of traffic
classification. Despite this, there are no conclusive results to

show which method has the best properties. The main reason
is that the results depend heavily on the datasets used and the
configuration of the methods. We have applied the multilevel
taxonomy of Khalife et al. [32] and categorised the existing
methods. Our results show that most of the authors use private
datasets, sometimes in combination with public ones. For this
reason, the individual results are not directly comparable. Most
of the methods use supervised or semi-supervised machine
learning algorithms to classify flows and even determine the
application protocol of a given flow. Most methods target
encryption protocols, such as SSH, SSL/TLS, and encrypted
BitTorrent, and use similar methods. However, there are also
some novel works which apply innovative approaches to refine
the classification up to deriving the content of the encrypted
connections.

Most authors of feature-based classification methods claim
that their approach is privacy sensitive as it does not require
the traffic payload. However, privacy issues are much wider.
In 2013, the Cyber-security Research Ethics Dialog & Strat-
egy Workshop [33] started a discussion about the influence
of cyber-security research on the privacy of Internet users.
Researchers need to keep in mind that their research activities
have a significant impact on infrastructure security, network
neutrality, and privacy of end users.

V. RELEVANCE AND IMPACT

This section presents several results based on our research
of the application flow monitoring. Apart from these results,
we believe our research to be beneficial to anyone interested
in deploying flow monitoring and analysing flow data. Ideas
from our research are already applied in products of Flow-
mon Networks a.s., which is an university spin-off company
focused on flow monitoring.

We performed an analysis of HTTP traffic in a large-
scale environment which uses application flow monitoring
with HTTP protocol processing [7]. In contrast to previously
published analyses, we were the first to classify patterns of
HTTP traffic which are relevant to network security. We de-
scribed three classes of HTTP traffic which contain brute-force
password attacks, connections to proxies, HTTP scanners,
and web crawlers. Using the classification, we were able to
detect up to 16 previously undetectable brute-force password
attacks and 19 HTTP scans per day in our campus network.
The activity of proxy servers and web crawlers was also
observed. Symptoms of these attacks may be detected by other
methods based on basic flow monitoring, but detection using
the analysis of HTTP requests is more straightforward. We,
thus, confirm the added value of application flow monitoring
in comparison to the traditional method.

The exhaustion of IPv4 address space increases pressure
on network operators and content providers to continue the
transition to IPv6. The IPv6 transition mechanisms such as
Teredo and 6to4 allow IPv4 hosts to connect to IPv6 hosts. On
the other hand, they increase network complexity and render
many methods ineffective to observe IP traffic. In [8], we

2019 IFIP/IEEE International Symposium on Integrated Network Management (IM2019): Dissertation Sessions704



extended our flow-based measurement system to involve tran-
sition mechanisms information to provide full IPv6 visibility.
Our traffic analysis focused on IPv6 tunnelled traffic and used
data collected over one week in the Czech national research
and education network. The results expose various traffic
characteristics of native and tunnelled IPv6 traffic, among
others the TTL and HOP limit distribution, geolocation aspect
of the traffic, and list of Teredo servers used in the network.
Furthermore, we showed how the traffic of IPv6 transition
mechanisms has evolved between 2010 and 2013.

The importance of IP address geolocation has increased
significantly in recent years, due to its applications in business
advertisements and security analysis, among others. Current
approaches perform geolocation mostly on-demand and in
a small-scale fashion. As soon as geolocation needs to be
performed in real-time and in high-speed and large-scale
networks, these approaches are not scalable anymore. To
solve this problem, we proposed two approaches to large-
scale geolocation in [9]. Firstly, we presented an exporter-
based approach, which added geolocation data to flow records
in a way that is transparent to any flow collector. Secondly,
we presented a flow collector-based approach, which added
native geolocation to NetFlow data from any flow exporter.
After we had presented prototypes for both approaches, we
demonstrated the applicability of large-scale geolocation by
means of use cases. Our prototypes have shown to be scalable
enough for deployment on the 10 Gbps Internet connection of
the Masaryk University.

Performing research on live network traffic requires the
traffic to be well documented and described. The results of
such research are heavily dependent on the particular network.
The paper [10] presents a study of network characteristics,
which can be used to describe the behaviour of a network.
We proposed a number of characteristics that can be collected
from the networks and evaluate them on five different networks
of Masaryk University. The proposed characteristics cover
IP, transport, and application layers of the network traffic.
Moreover, they reflect strong day-night and weekday patterns
that are present in most of the networks. Variation in the
characteristics of the networks indicates that they can be used
for the description and differentiation of the networks. Further-
more, a weak correlation between the chosen characteristics
implies their independence and contribution to the network
description.

VI. FUTURE DIRECTIONS

We have proposed three novel concepts for application flow
monitoring as a part of the thesis. Each of our proposals
could be implemented separately; however, we believe that
a combination of all proposed approaches is not only possible
but would provide the greatest benefits for the application flow
monitoring.

The first proposed concept is EventFlow [11]. It is an
extension of the application flow monitoring which allows
preserving relations between HTTP and DNS application flows
that are a part of single user action, most typically browsing a

web page. We have described an architecture of the EventFlow
extension and its limitations. A prototype implementation of
the EventFlow has been introduced and evaluated on a packet
trace from an ISP network. We have shown that a significant
number of flow records can be recognised as a part of a single
user action.

MetaFlow has been proposed as an approach to monitor-
ing of encapsulated traffic. We have argued that the current
practice of extending flow records with information from each
layer is not flexible and has several disadvantages. MetaFlow
aims to create a hierarchy of encapsulated flows so that each
flow is able to retain a simple structure while the information
about the relations between flows is preserved. We have also
discussed how to create a unique flow identifier, which is
necessary for building the MetaFlow tree structure.

The last proposal has expanded the MetaFlow concept to ap-
plication layer events. By decoupling application events from
basic flow records, we can significantly simplify both flow
creation process and flow data processing systems. Moreover,
it allows us to solve issues produced by the forceful splitting of
flows based on application payload. We believe that separating
application events from basic flow monitoring is the future
of application flow monitoring. Furthermore, this approach
provides new opportunities for novel research not only for
flow monitoring but also for flow data processing systems.

Apart from the directions described in the thesis, we plan
to focus on the quality of the generated flow data. Different
approaches and configurations influence the data and study of
the impact on methods using the data is highly significant.
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