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Abstract. Mobile device is one of the most widespread devices with
rendering capabilities now. With the improved performance of the mo-
bile device, displaying 3D scene becomes reality. This paper implements
an optimized soft 3D mobile graphics library based on JIT backend com-
piler, which is suitable for the features of the mobile device. To deeply
exploring the advantages of JIT technology, this paper improves the tra-
ditional rasterization model based on JIT technology and proposes a
hybrid rasterization model which integrates the advantages of both the
per-scanline and per-pixel rasterization models. As we know, the backend
compiler is the critical factor in running 3D application programme. In
this paper, we implement a backend compiler for certain CPUs and pro-
pose some optimization techniques accordingly. The experimental results
indicate that our 3D graphics library has achieved fine performance.

1 Introduction

Mobile graphics is the 3D and 2D graphics which are used in the embedded
devices such as the PDA, mobile phone etc. For the 3D graphics, there are the
following standards: OpenGL ES constituted by Khronos, JSR 184 by Nokia and
Direct3Dm by Microsoft. OpenGL ES, current specification version is 1.13, is a
well-defined subset of desktop OpenGL and supported by many mobile manufac-
turers, companies and research institutes. The specification is targeted primarily
at embedded devices that have the drawbacks including lacking of float point,
small amounts of memory, little bandwidth, and limited power consumption.
Therefore, it deletes many unusually used functions and modifies some APIs
according to the embedded devices’ features [1].

There are two kinds of implementation based on the OpenGL ES specifica-
tion: hardware implementation and soft implementation. Now, many manufac-
tures such as ATI, NVIDIA and PowerVR have developed different embedded
video cards. In contrast to soft implementation, hardware can greatly improve
the performance of 3D rendering, but it also has some disadvantages such as the
high cost and long research period. For the soft implementation, the greatest ad-
vantage is its cheap price and satisfactory effect if we achieve excellent design and
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implementation. There also have some excellent implementations in the market
including Hybrid’s OpenGL? ES API Framework[2] and HI’s Micro3D[3]. In our
research group, we also have implemented our soft implementation M3D. Now,
Hybrid has good corporations with Nokia, Philips and other mobile devices man-
ufacturers, which indicates that soft implementation has a bright future.

In our research group, we have implemented a soft mobile graphics library,
M3D, conformed to the OpenGL ES Specification 1.0 and worked out many 3D
games based on M3D. The most critical disadvantage of soft implementation is
the low performance, which leads to the slow running speed and screen flicker. To
solve these problems, many techniques, algorithms and architecture have been
put forward. At present, there exist mainly two ways to improve the performance:
pipeline architecture and system level optimization.

(1) 3D pipeline optimization. There are many different algorithms and pipeline
architecture suitable for the mobile graphics such as Tile-based rendering [4],
Early Culling and Deferred Shading[5,6], Vertex caching technology and its op-
timization[7], inexpensive multisampling scheme and texture compressing[8], etc.

(2) System level optimization. This method is very important for soft im-
plementation. In practice, we often adopt the following techniques. 1) High pro-
gramming language optimization for certain embedded device CPU. 2) Using
the assembly language to rewrite source code instead of the high-level language
which consumes more CPU resources. 3) Adopting JIT backend compiler to
improve the performance [2,9,10].

JIT compiler, which is often used in Java language, dynamically translates
the high-level language code into the machine code during runtime. JIT compiler
produces different machine codes for different types of CPU chips dynamically
to meet the portability requirement. In 3D graphics pipeline, the JIT technology
is often used due to the following characteristic. From the most abstract point of
view, a renderer is a state machine. In the whole rendering, testing the states can
actually take longer than the real rendering. But these states don’t change all
that often in fact. Thousands of pixels are all rendered using the same state. Us-
ing the JIT compiler, we can successfully eliminate the redundant state checking,
and only execute the functions that perform the render operation corresponding
to current state.

This paper focuses on adopting JIT technology, rasterization model and back-
end compiler to improve the M3D performance. It is organized as follows. First,
some traditional rasterization models are introduced. Second, a hybrid raster-
ization model which is suitable for the JIT technology is presented. Then the
JIT backend compiler we implemented is introduced and some techniques and
methods are proposed to improve its performance. After that, the experimen-
tal result is illustrated and discussed. Finally, a conclusion and future work are
offered.
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2 Improved Rasterization model based on JIT

2.1 Traditional Rasterization Model

The rendering process consists of two stages: geometry processing, and rasteri-
zation. In the geometry processing stage, triangle vertices are transformed from
object space into screen space. In the rasterization stage, a triangle is converted
into pixels, which are depth buffered into the frame memory. Because rasteriza-
tion stage consumes more CPU resources [11], how to improve its performance
is the most important problem for 3D soft implementation. In Section 1, some
common techniques are introduced to solve this problem. Then, we will further
analyze it from both the rasterization pipeline and JIT compiler in the following
sections.

Basically there are two models for the rasterization, which are per-scanline
and per-pixel. In the per-scanline case, there is an early test for whether each
operation (texturing, shading, etc.) will contribute to the pixels in question and
later these textured pixels are combined with the resultant pixels of other op-
erations, such as shading, fog, etc. In the early test, Z-test is to be done at the
very end after all other operations have already been executed. This means that
although a complete scanline might not be visible we still have to texture, shade,
fog every pixel. The disadvantage of this solution is that it is quite slow. It is
easy to see that this buffer filling and combining takes a lot of memory band-
width, which is a serious bottleneck on mobile platforms [12]. Per-pixel based
rasterization is a popular model in the hardware 3D rasterization pipeline.

In this model, we would have to do some different tests for each pixel such
as z-test, texturing-test, shading-test, fogging-test, blending-test, etc. Generally,
this model is slower than the per-scanline model for soft implementation. How-
ever, we can adopt some ways to improve it for example bringing forward the
Z-test operation. To this model, the most amazing benefit is that the advantages
of JIT technology can be fully explored for soft implementation. JIT backend
compiler can execute all the pixel related operations, which are the most time-
consuming operations during the whole rasterzation stage.

2.2 Hybrid Rasterization Model Based on JIT Backend Compiler

As introduced in Section 1,, JIT backend compiler has been used in the 3D
graphics pipeline because of its particularity. The per-pixel model employs the
JIT backend compiler to dynamically compile and translate the intermediate
code into machine code. First, it rewrites the fragment functions with inter-
mediate language, which are the most time-consuming function. Second, the
different fragment functions are compiled when they are needed. Finally, the
machine code corresponding to the fragment function will be executed by the
application.

This technique improves the program running speed and achieves better re-
sult. Unfortunately, this method has the following shortcomings. 1) The machine
code for different fragments functions seems too lengthy. Function cache is used
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to store the machine code. Comparing with PC device’s cache, the capacity of
mobile devices’ cache is limited even less of 1M. 2) Lots of repeated codes exist
in the fragment function, which is not beneficial to the cache performance. 3)
The function schedule algorithm is not the best. 4) The frequently-used state
functions have not been made the best use.

To solve the above problems, we propose a hybrid model that is based on
both the per-scanline and per-pixel model. This method employs the JIT tech-
nology just like the per-pixel model, which dynamically compiles the fragment
function. Furthermore, we adopt the fixed function, which is often used by 3D
soft implementation, to advance the performance [13].

During the running of general 3D scene, for instance, running the real-time
3D game, some pipeline state combinations are often invoked. These state com-
binations have a fixed set of state setting, such as only the shading, shading and
texturing combined. There exists a certain frequently-used function correspond-
ing to each state combination in the programme,. To make for improving the
programme performance greatly, we put these frequently-used functions into the
function cache and store them permanently.

Before the geometry stage, the pre-compiler stage is introduced into our hy-
brid model, in which the JIT backend compiler is used to compile the frequently-
used functions. These functions are directly written into the function cache like
the per-scanline model rather than per-pixel model. By this way, we can make
best use of these frequently-used functions, which are executed fast because they
are stored in the function cache all the time. What’s more, this method saves the
code space efficiently, since the frequently-used functions’ source code is smaller
than the fragment functions’.

Pre-compiler Stage
Frequently-used Functions

Geometry Stage
Rasterization Stage

Per-triangle Processing
Per-span Processing
Per-pixel Processing

Display

JIT Back-end
Compiler

Function
Cache

Pre-compiled
Functions

(per-scanline)

Other States
Setting Functions

(per-pixel)

Fig. 1. Framework of hybrid rasterization model

The hybrid rasterization model consists of three stages including pre-compiler
stage, geometry processing stage and rasterization stage. The framework of our
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model is illustrated in Fig. 1. A typical 3D application will go through the process
as follows.

– Step I: Pre-compiler stage. When the 3D application begins to run, we
utilize the JIT back-end compiler to translate the intermediate code of
frequently-used functions into machine code and store it in the cache.

– Step II: Geometry stage. This stage is independent of the JIT backend
compiler. We just operate it as usual.

– Step III: Rasterization Stage. In this stage, we first perform the prepare op-
eration, that is to obtain certain function’s address from the cache if current
state setting is the same as this function’s state setting. Otherwise we will
compile the function corresponding to current state. We can use the func-
tion cache schedule algorithm to decide how to do it. Second, we perform the
following steps: per-triangle processing, per-span processing, and per-pixel
processing.

– Step IV: Display the result.

Function Cache Schedule Algorithm can be described as follows.
1)When the combined state setting appears, it should be compared with the

state settings for the frequently-used functions. If the result is equal, then the
function in the cache will be executed later. Otherwise the current state setting
will be compared with the other state settings of the functions again. If there
exists the same state setting, we will also execute this function corresponding to
the current state setting later.

2) If we can’t find any same state as the current’s after two comparisons, the
JIT back-end compiler will compile this function and store the machine code in
the function cache.

3) As we know, the function cache’s capacity is limited. There are so many
different combined state settings for the whole 3D pipeline that we can not store
all the machine code of the function into the function cache. Therefore, we should
design a high performance schedule algorithm to replace and adjust the functions
in the cache. In our implementation, we use an advanced LRU (Least-Recently
Used) algorithm to replace the function which has not been used or frequently
used recently when the cache is full. The difference between our algorithm and
the common LRU algorithm is that we classify all functions in the cache with
different priorities. The pre-compiled frequently-used functions are assigned the
top priority and the others are assigned different priority according to their ex-
ecutive numbers. When the RUN algorithm is performed, we will replace certain
function with current compiled function according to the priority. In this way,
the pre-compiled frequently-used functions usually will not be replaced.

3 JIT Backend Compiler

3.1 Efficiency Analysis

JIT backend compiler is one of the dynamically compile technology which com-
pile the source code into the machine code. We define the total execution time
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for certain function in the function cache, which consists of two main parts.

T (total) = Tc + n ∗ Te (1)

Tc is the time for compiling this function. Te is the time for executing the
function’s binary code in the cache. In order to get the minimum T(total), we
must decrease both the Tc and Te . However, there seems to be a relationship
between Tc and Te. Generally, when compiler time is short, the execute time
will be long and vice versa [14]. To optimize the programme fully, we should
find a balance between both sides. Considering the features of 3D application’s
execution and our hybrid model, decreasing the Te is the key factor for optimizing
our application, because of the following reasons: 1 As indicated in Section 2, the
functions in the cache will be called many times and then the number of n will
be up to 100 or more, especially for the pre-compiled function. When n is large
enough, the total time T(total) will be equal to n* Te.2 The Tc for pre-compiled
function does not occupy the application execution time. This case is just like
the static compile function, whose compile time is ignored by the user.

3.2 Framework of our JIT Backend Compiler

Functions
Intermediate code

Pre-allocating the virtual registers

Translating assembly codes
into machine codes

(ARM&Bird's Mobile processor)

Optimizing the virtual registers
and instructions

Allocating registers

Producing the assembly code

Fig. 2. Framework of JIT backend Compiler

Fig. 2 is the framework of our JIT backend compiler (BJIT). As a backend
compiler, there is no need for the BJIT compiler to do the lexical parsing, gram-
mar parsing and semantic parsing, just only to convert the intermediate code
into target machine code. In BJIT compiler, we redefine intermediate code which
is similar to assembly language and related to the target machine’s CPU instruc-
tion set. For the purpose of implementing our BJIT on both the ARM processor
and Bird Company’s special processor, we should define two sets of intermediate
code. To produce the target machine code, we first rewrite the origin function
with the intermediate language.
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Secondly, these functions will be compiled into the corresponding assembly
language for different processor by our BJIT. This process consists of the fol-
lowing steps. 1) Pre-allocate the virtual register. 2) Optimize the virtual register
and pseudo instruction.3) Registers allocate using the Graph Coloring algorithm.
4) Producing the assembly code suitable for the target machine processor. This
stage is the key factor for improving the performance of BJIT. We will perform
most of our optimizations in this stage. After getting true assembly codes, we
translate them into machine codes suitable for ARM or Bird Company’s proces-
sor and store the generated codes in the function cache.

3.3 Optimization of BJIT Compiler

Because there are frequent memory write and read operations in our programme,
we could do the optimizations from several aspects including Register Allocate
algorithm, Copy propagation and spill elimination. We will adopt the linear-scan
algorithm [13] instead of the Graph Coloring algorithm, which is not so well for
the register allocating in our programme. Copy propagation and spill elimination
are classical optimizations in compiler technology, which are used to delete the
redundant copy and store operations. The optimizations play an important role
for our programme, because a large numbers of copy and store operations exist.
Up to now, we have finished this BJIT compiler successfully. The optimizations
for the BJIT are the future work.

4 Experiments and Results

Our work in this paper is based on the M3D, which is conformed to the OpenGL
ES 1.0 speciation and runs on Bird E868 and HP iPaq Pocket PC. M3D is im-
plemented with standard C language rather than C++ language for portability
because some mobile’s compilers do not support C++ language. The motivation
for us to explore the M3D is to provide the 3D library for developing 3D mo-
bile game. To evaluate our hybrid rasterization model’s performance, we use two
games, which are the maze and the magic cube, and different number of points,
lines and triangles as our benchmarks. The hardware for our experiment is on
HP iPaq equipped with ARM processor, which can reach 400MHz frequency at
most.

Table 1. The Performance Comparison of our hybrid model library and M3D library

Hybrid Rasterization model M3D library without JIT

2 Triangles 22.546667 61.375000
960 Lines 45.000000 156.060608
1920 Points 160.409088 189.615387
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(a) (b)

Fig. 3. Screen shots from our 3D mobile game Maze and Magic.

 

(a)

 

(b)

 

(c)

Fig. 4. Screen shots from our experiments. (a) contains 1960 points. (b) contains 960
lines. (c) contains 2 triangles with texture.

Table 1 shows the performance comparison for the above benchmark. The
second column is the performance data for our hybrid rasterization model of
M3D library with our BJIT, while the third column is for M3D library without
JIT. The performance data in the table is the running time for each frame in ms
(micro second).

Comparing the two columns, we see that the performance has been improved
greatly by means of our hybrid rasterization model based on JIT backend com-
piler. For rendering two triangles with texture, the efficiency increases almost
2.72 times. For lines, it achieves a more significant improvement to 3.47 times.
However, there is no remarkable effect for points. As a result of our experiments,
triangle rendering, which is the primary operation in 3D application, achieves
promising efficiency with our hybrid model based on BJIT. Due to this improve-
ment, the maze game, developed on our M3D library, runs more smoothly than
before.
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5 Conclusion and Future work

We have implemented an optimized soft 3D mobile graphics library based on
JIT backend compiler. In this novel 3D library, a hybrid rasterization model,
which fully makes use of the JIT backend compiler and integrates the advan-
tages of both the per-scanline and per-pixel rasterization models, is proposed for
improving its performance. Furthermore, we have implemented our own BJIT
backend compiler, which is targeted at the ARM and Bird Company’s mobile
processor.

However, there is still much work to do in the future for improving M3D’s
performance. The better management of function cache is important especially
the function schedule algorithm during the execution of global programme. Fur-
thermore, the optimization for our BJIT backend compiler is the urgent task for
us in the next phase.
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