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Abstract. Shadow mapping has been extensively used for real-time
shadow rendering in 3D computer games, though it suffers from the
inherent aliasing problems due to its image-based nature. The aliasing
errors in shadow mapping consist of perspective aliasing error and pro-
jection aliasing error. In this paper, we propose a novel shadow-map repa-
rameterization to reduce perspective aliasing for varying viewer and/or
light. This reparameterizing technique keeps the perspective aliasing dis-
tribution optimal in possible general cases. Our experiments have shown
the enhanced shadow quality using our algorithm in dynamic scenes.
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1 Introduction

Shadowing effects are very important for the realism of virtual scenes in 3D com-
puter games, which significantly enhance players’ perception of the surrounding
environment with useful depth clues. For game developers, the reality that they
are facing is that the commonly used shading models do not directly support
the global illumination effects like shadows.

Shadow mapping[16] is one of the most popular dynamic shadowing tech-
niques. This image-based approach doesn’t require the knowledge of the scene’s
geometry, and requires only one extra rendering pass per light. Such generality
and efficiency make shadow mapping extensively adopted in 3D games. There
are two rendering passes involved in shadow mapping. In the first pass, the scene
is rendered into the shadow map texture from the light’s point of view. In the
second pass, the scene is rendered from the eye’s point of view. For each point
being rendered, it is transformed into the light’s coordinates again for depth
comparison. If the corresponding depth value in shadow map is less than that
of the transformed point, this point is shadowed.

When using shadow mapping, we need to handle aliasing problem which
mainly resulted from insufficient shadow-map resolution (i.e. under-sampling).
Numerous approaches have been proposed to address this issue in different ways.



Partitioning techniques[7][15][19][2][10][11] help the anti-aliasing in shadow map-
ping with multiple shadow maps, the performance cost is however increased due
to extra rendering passes. Hybrid techniques[8][3][4][1] combine shadow map-
ping and shadow volumes[6] to achieve a better tradeoff of shadow quality and
performance. For a thorough review of shadow rendering algorithms refer to [18].
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Fig. 1. Perspective aliasing v.s. projection aliasing. The blue frame in the virtual scene
represents the view frustum.

The aliasing errors in shadow mapping are usually decomposed into perspec-
tive aliasing errors and projection aliasing errors[14], as visualized in Fig. 1.
Projection aliasing depends on local geometry details such that reducing this
kind of aliasing requires an expensive scene analysis at each frame. On the other
hand, perspective aliasing comes from the foreshortening effect introduced by the
perspective projection. Perspective aliasing is the only kind of aliasing that can
be alleviated by warping the shadow plane using a perspective transform. This
is based on the observation that the distribution of even-spaced texels on the
warped shadow map plane better matches the distribution of even-spaced pixels
on the screen. Hence, the sampling density at the light in the post-transformed
space will better accommodate the requirements for the reconstruction of shad-
owed images (Fig. 2). This idea was first introduced in perspective shadow maps
(PSMs)[14]. As pointed out by Wimmer et al[17], the optimal distribution of
sampling points on the shadow map plane is a logarithmic function with respect
to the depth value. However, this logarithmic reparameterization is not directly
supported on current hardware because all input data are interpolated hyperbol-
ically in the stage of rasterization!. For insightful analysis of perspective aliasing
refer to [17][11].

This paper mainly addresses perspective reparameterization (PR) techniques
that reparameterize the shadow map using a perspective transform as shown
in Fig. 2. Perspective reparameterizations generate shadow maps in the post-
perspective space of the warping frustum, to cancel out the foreshortening effect
introduced by the view frustum. Since the perspective warping transformation
enlarges the objects close to the viewer and shrinks the distant objects, perspec-

! Strictly speaking, this reparameterization can be discretely approximated using mul-
tiple shadow maps[12]. However, the performance drop caused by extra rendering
passes is not suited for complex scenes.
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Fig. 2. A schematic illustration of perspective reparameterizations, where V' and P
stand for the eye’s view frustum and perspective warping frustum respectively. Both
V and the light are transformed into P’s post-perspective space, in which the shadow
map is generated.

tive aliasing is significantly reduced. Currently existing PRs[14][9][17][13][5][20]
exploit two major factors: the near-plane distance of the warping frustum and
the warping direction. The essential difference among perspective reparameter-
izations is the selection of the first factor, because the near plane distance of
the warping frustum determines how strong the warping effect is. On the other
hand, the selection of the second factor strongly influences the implementation
complexity. With an inappropriate warping direction, the frequently changed
types of lights after applying the perspective transform may cause mapping sin-
gularities. A smart choice of this factor is proposed in light space perspective
shadow maps (LiSPSMs)[17], which use a warping direction in parallel with the
shadow plane to avoid producing mapping singularities. It greatly simplifies the
implementation and analysis of perspective reparameterizations.

In this paper, we propose the generalized minimum-norm perspective repa-
rameterization (GMNPR) based on the generalized representation of aliasing
errors proposed by Zhang et al.[20]. Our algorithm can be regarded as a gener-
alization of LiSPSMs in non-ideal cases where the angle between the light and
view directions are not orthogonal. A few advantages offered by our algorithm
include:

— In comparison with most of prior reparameterizations in which the opti-
mal aliasing distribution is achieved only in the ideal case, GMNPR keeps
the aliasing distribution optimal in possible general cases. Such direction-
invariant feature (partially) preserves the optimized shadow quality for dy-
namic scenes.

— GMNPR inherits the flexibility of LiSPSMs. The warping directions in both
two methods are the same. We thus don’t need special treatments such as



the ”inverse perspective matrix”[9] for the mapping singularity problem in
the post-perspective space.

The remainder of the paper is organized as follows: Section 2 briefly re-
views the theory of perspective aliasing in shadow mapping. Section 3 derives
our GMNPR in detail. Section 4 presents the experimental results. Finally, the
conclusion and further work go to Section 5.

2 Generalized Representation of Aliasing Errors

We first briefly review the aliasing problem in shadow mapping for the overhead
light[14][17][11]. In Fig. 3, the light beams through a texel with the size ds (in
the z direction) fall on a surface with the length dz in world space. Here, the
local parameterization of the shadow map s(z) assumes that the shadow map is
accurately focused on the view frustum and no resolution is wasted on invisible
parts of the scene. The size of view beams dp on the normalized screen projected
from the surface is dy/z tan ¢, where 2¢ is the field-of-view of the view frustum.
«a and G denote the angles between the surface normal and vector to the screen
and shadow map plane respectively.

Lightl il | | | i Normalized Shadow Plane s

Eye's Camera

Fig. 3. Shadow map aliasing errors.

By restricting the small surface on the z direction, we have dy ~ dzcosa/cosg.
The aliasing error E for the small surface is then defined as

~dp 1 dz _ cosa , cosq

T ds tan¢% x cos3 - cosf3 (1)

The above shadow map aliasing consists of perspective aliasing dz/zds and
projection aliasing cosa/cosf. Note that ¢ is a constant once given the view
matrix. As we mentioned in the introduction, PRs focus on the reduction of
perspective aliasing, i.e. reparameterizing F'.



For arbitrary lighting directions, Zhang et al.[20] derive a generalized repre-
sentation of aliasing errors F for directional lights, which is adopted in this paper.
Fig. 4 shows the computational model used by this generalized representation
(all notations are self-explained), in which the warping frustum is constructed in
the light space defined by Wimmer et al.[17]. The shadow map parameterization
s = s(z) is induced by applying the warping transform P. Note that we only
need to consider 0 < 6 < 7/2 due to symmetry, where 6 stands for the angle
between the light and view directions.

Fig. 4. The computational model. Left: ¢ < 6 < 7/2. Right: 0 < 0 < ¢.

With appropriate assumptions (e.g. directional lights and warping direction),
F can be represented as

(z+ (A, 0))?

F(\0,2) = ¢(\,0) (2)

where,
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With the computational model shown in Fig. 4, F(\, 6, z) gives us a gen-
eralized representation of aliasing errors for arbitrary 6 values in variant repa-
rameterizations, in which the only free parameter A can be adjusted to produce
appropriate warping effects according to specific requirements. For clarity, the
detailed derivations for the above equations are ignored here. Refer to the orig-
inal paper for more details.



3 The Algorithm

Because the perspective warping effect decreases as the light direction goes to
parallel with the view direction, A should be direction-adaptive to satisty the
application-specific constraint as 6 changes. With the representation expressed
by Eq. (2), users are capable of designing the direction-adaptive A(6) to produce
the expected warping strength in the general case. Although Apispsm also takes
into account 6, as we explain later, it actually equalizes the aliasing distribution
only in the ideal case. Based on the observations above, we proposed the gener-
alized minimum-norm perspective reparameterization (GMNPR)? to satisfy the
following two requirements,

— keep the optimal aliasing distribution in possible general cases.
— converge to standard shadow maps as the light direction goes to parallel
with the view direction.

There’s nearly no difference for implementing and applying GMNPR, in com-
parison with LiSPSMs, except for the A selection in the warping frustum, to
control the strength of the warping effect. In the following, we thus focus on
deriving appropriate A values to produce the robust aliasing distribution for
dynamic scenes.

In mathematical sense, we can define variant norms. Like LiSPSMs, GMNPR
is designed to minimize the L°-norm of errors. Once given A and 6, Eq. (2) shows
that F(z) has a single positive local extremum (a minimum) at the location
z =n(l-— izg‘g)(f -n+(f+ n)%)_l. Therefore, the maximum L*(F) is
achieved at the boundaries of the depth range. Let Lp,  (F) be the maximum
L°°(F) within [n, f]. Minimizing L;, . (F) requires that the errors at near and
far planes are equal, or

F()0.n) =F(\0, f). (3)

The above maxima can be directly calculated from Eq. (2) as follows,
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2 To keep consistent with the naming convention in [20], we use the term ”perspective
reparameterization” instead of ”perspective shadow maps” in this paper. Further-
more, the two terms are usually exchangeable in this research line.



Leading the above results to Eq. (3) gives the optimal A selection,
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Fig. 5. Adjustment of the AemnPR selection in practice.

Now let’s consider the critical angle # = ¢. Fig. 5 plots A against 6. We
can see that A decreases slowly as 6 goes from 7/2 to ¢, thus the perspective
warping effect becomes stronger. At the singularity § = ¢, A takes a nose-dive and
rapidly plunges towards 0, which reaches well for A > 0. But A = 0 is obviously
disastrous, as it practically concentrates the whole shadow map into one texel.
Due to the fact that the perspective projection is a hyperbolic mapping, the
depth region [\ < z < 2] occupies about half of the depth range [0 < s <~ 0.5]
in the post-perspective space. In practice, it’s never a good idea to let A be too
small in any perspective reparameterization, as this introduces strong warping
such that the shadow-map texels are usually biased to few pixels in the near
plane. Hence, the rapid decrease to zero for A makes Eq. (4) hard to be used in
practice when 6 < ¢. To avoid this problem, we have to replace Ay by a positive
function A3 which should satisfy two criteria,

— smooth transition of shadow qualities at 6§ = ¢.
Note the singularity at § = ¢ may result in the discontinuous transition
of shadow qualities in practice. To avoid this problem, the continuous A
transition at 8 = ¢ should be satisfied.

A3 (6) = Ai(0) ()
— convergence to SSM as € goes to 0.

When 0 < ¢, from Fig. 4, the warping frustum bounds two lines on the far
plane of the view frustum. The available depth range distorted by the warp-
ing frustum is significantly narrowed. In such cases, perspective reparameter-
izations should weaken the warping strength in order to avoid the unbalanced
distribution of shadow details on the screen. In particular, when 6 = 0, all
perspective reparameteirzations converge to standard shadow maps.

lim A3 (6) = oo (6)



Many candidates can fulfill Egs. (5) and (6). In our experiments, A is chosen

to be
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Substituting Eq. (7) into Eq. (4) gives our final A\gmnpr selection as follows,
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Eq. (8) gives us a direction-adaptive A selection for minimum-norm aliasing
distribution, which essentially extends LiSPSMs to general cases. Note that all A
values discussed in this paper are for the warping frustum P with a normalized
depth range, namely Py — P, = 1, where Py and P, represent P’s near-plane
and far-plane values respectively. In LiSPSMs, the near-plane distance of the
warping frustum P, in general cases is approximated as

n++fn

Pn: N
sin 6

By normalizing the depth range of the warping frustum, we have
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Refer to [20] for the derivation of Py — P,. Eq. (4) tells us that the above
approximation is not optimal in non-ideal cases (at least for 8 > ¢). The A
selection in LiSPSM makes F optimal only in the ideal case where § = 7/2.

Other possible generalized PRs also can be derived from Eq. (2), such as
the generalized linear perspective reparamterization (GLPR)[20] which requires
F(z) ~ z for given A and 6 values, where ~ stands for the linear dependency.
This reparameterization essentially extends PSMs to non-ideal cases. The main
problem of GLPR is that the warping strength might be over-strong in some
cases. We compare our GMNPR with GLPR in Section 4.

Analysis of Aliasing Distribution

Fig. 6 plots the aliasing distributions in LiSPSM (top row) and GMNPR (bottom
row) for the configuration n = 1, f = 100 and ¢ = 7/6. Due to the critical angle
0 = ¢ in Eq. (2), we compare them in the following two aspects.

— non-degenerate cases 0 > ¢.
The aliasing distribution in GMNPR, Feumnpr, is direction-invariant (in
terms of minimum-norm) as the 6 value changes. The aliasing errors at
boundaries of the depth range remain equal for all possible 6 values, while
Frispsm fluctuates with the varying of 0. As 6 decreases, the aliasing errors
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Fig. 6. The aliasing distributions.

at near regions in LiSPSM increase, but the shape of Fonnpr keeps un-
changed for varying 6 values. Such direction-invariant feature is very useful
for shadow rendering in dynamic scenes, because the consistent transition

of shadow quality should be preserved as possible during the user’s naviga-
tion/interaction.

— degenerate cases 6 < ¢.

The values of both Fri;spsm and Fenmnpr become extremely large for small
0 values. For better illustration, a logy scale is used in Fig. 6 now. As 6 goes
from ¢ to 0, all PRs can not make F optimal and converge to SSMs. The
effectiveness of the perspective warping dramatically decreases such that no
PR has any special advantage over others. This problem is well known as
the dueling frusta case in which the anti-aliasing (using single shadow map
with given resolution) still remains unsolved in computer graphics.

4 Results

We have developed our GMNPR using Microsoft DirectX SDK 9.0. We run the
shadow rendering tests using 800*600 image resolution, and the performance is
measured by an Intel Pentium 4 2.8GHz CPU with 1G RAM, a NVidia GeForce
6800Ultra GPU with 256M video memory. In addition, we have compared our
algorithm with SSM, LiSPSM and GLPR/[20]. Two virtual scenes are composed
and tested in our experiments, as shown in Fig. 7. In our tests, a dynamic direc-
tional lighting source and field of view 60° are set up. n = 1m, f = 800m, ¢ = 7/6

are configured for all of tests. All algorithms achieve real-time performance in
our experiments.
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Fig. 7. Testing scenes: Robots (11K) and Ceiling (23K).

Robots: to verify the theoretical results shown in Fig. 6, we compare dif-
ferent algorithms in this complex scene with a large number of triangles. Fig. 8
shows two views at 8 = 55° and 35°. As we can see, SSM produces the worst
shadow quality for near objects. Since GMNPR preserves the optimal aliasing
distribution in most general cases, the shadow quality in GMNPR  is better than
that in LiSPSM. The associated shadow maps are listed as well. As we can see,
the shadow maps in GMNPR preserves that near regions consume the majority
of shadow map resolution as the viewer or light moves.

Ceiling: we use this scene to compare GMNPR with GLPR. Fig. 9 shows
two views and corresponding light’s views, where the blue frame represents the
view frustum. In View-1, both GLPR and GMNPR, produce satisfactory shadow
quality at near regions. From the associated light’s views, we can see the warping
strength in GLPR is stronger than that in GMNPR. However, the over-strong
warping strength in GLPR sometimes may cause the extremely unbalanced dis-
tribution of shadow details. When the viewer moves closer to the object, AgLpr
becomes too small such that the warped object only occupies a very small por-
tion of shadow map in practice. The shadow quality thus sharply decreases as
shown in View-2. This problem is hard to be solved even using some optimization
techniques like "unit cube clipping”[9].

5 Conclusion

In this paper, we have proposed the generalized minimum-norm perspective repa-
rameterization (GMNPR) to enhance the shadow rendering in 3D computer
games. Our algorithm preserves the optimal aliasing distribution in possible
general cases. Such direction-invariant feature is very important for the consis-
tent transition of shadow quality during user’s interaction with dynamic scenes.
Our experimental results have shown the improved shadow quality using our
algorithm.

As the computational model used in this paper (Fig. 4) assumes that the
warping direction is parallel to the shadow plane and lights are directional,
we will further our work to derive other direction-adaptive reparameterizations
using arbitrary warping direction, and extend our analysis to other types of
lights. It would be interesting to take into account the errors in the = direction
[11] for better understanding of perspective reparameterizations.
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LiSPSM

GMNPR

eye’s view shadow map eye’s view shadow map

Fig. 8. Comparison of the shadow quality and associated shadow maps. The red rect-
angles zoom in the local shadow details.

View-1 View-2

GLPR

eye’s view light’s view eye’s view light’s view

Fig. 9. Comparison of the shadow quality and corresponding light’s views. Note that
the extremely stretched shadow details in GLPR. due to the over-strong warping effect.
The optimization technique ”unit cube clipping”[9] is used for both algorithms.
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