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Abstract. Face recognition is a challenging visual classification task,
especially when the lighting conditions can not be controlled. In this
paper, we present an automatic face recognition system in the near in-
frared (IR) spectrum instead of the visible band. By making use of the
near infrared band, it is possible for the system to work under very dark
visual illumination conditions. A simple hardware enables efficient eye
localization, thus the face can be easily detected based on the position
of the eyes. This system exploits the feature extraction capabilities of
the Discrete Cosine Transform (DCT) which can be calculated very fast.
Support Vector Machines (SVMs) are used for classification. The effec-
tiveness of our system is verified by experimental results.

1 Introduction

Face recognition has a wide variety of applications in commercial and law en-
forcement. Due to its nonintrusive characteristics, it emerges as a vivid research
field in biometrics. Illumination is one of the challenges for face recognition.
Most face recognition algorithms are associated with visible spectrum imagery,
thus they are subject to changeable lighting conditions. For systems that have
to work in the daytime and at night, infrared is a solution. However, thermal
infrared is not desirable because of the higher cost of thermal sensors and poorer
quality of the thermal images. Therefore near infrared is preferable and common
silicon sensors can be used, since they are sensitive from the visible band to near
infrared band (up to 1100 nm).

An automatic face recognition system must detect the face first. It requires
either face detection as the first module, or localization eyes without face detec-
tion and cropping the face region accordingly. Since alignment is very significant
for face recognition, it is advantageous to detect eyes first. When the eyes are
localized, the face region can be segmented and aligned in accordance with the
reference faces, in which case good recognition performance can be expected. On
the other hand, precise face detection is a very tough task, so if recognition relies
on the uncorrect face region, the system performance will be degraded. More-
over, when the lighting source is placed close to the camera axis oriented toward



the face, the interior of the eyes reflects the light and pupils appear very bright.
This is the well-known “bright pupil” (red-eye) effect [1] and can be exploited to
detect eyes.

Chellappa [2] and Zhao et al. [3] presented nice surveys of face recogni-
tion algorithms. Face recognition technology falls into three main categories:
feature-based methods, holistic methods as well as hybrid methods. Feature-
based approaches depend on the individual facial features, such as the eyes, nose
and mouth, and the geometrical relationships among them. A representative of
feature-based methods is Elastic Bunch Graph Matching [4]. Holistic methods
take the entire face into account. Among global algorithms, the appearance-
based methods are the most popular, for example, Eigenface [5], Fisherface [6],
and Independent Component Analysis (ICA) [7]. Hybrid methods combine the
feature-based and holistic methods, for instance, the algorithm presented in [8]
is a combination of Eigenface and Eigenmodule. Recently, Huang et al. [9] pro-
posed a hybrid method, which incorporated the component-based recognition
with 3D morphable models.

In this paper, we propose a face recognition system for access control in the
near infrared spectrum. A simple and low cost hardware has been built up and
used for data collection, which is presented in the next section. In Section 3, the
algorithms for automatic face recognition are introduced. ”Bright pupil” effect is
utilized to localize the eyes, based on which the face is detected. DCT coefficients
are then selected as features, Support Vector Machines (SVM) are employed to
identify faces. Experimental results are shown in Section 4. In the last section
conclusions are drawn and an outlook is given.

2 Hardware Configuration and Data Collection

2.1 Hardware

In order to make use of the “bright pupil” effect, a lighting source along the
camera axis is necessary. In the literature [10] [1], the camera was equipped
with two lighting sources, one along the camera axis and the other far from
the camera axis. When the on-axis illuminator is switched on, the bright pupil
image is generated; when the off-axis illuminator is on, the dark pupil image is
produced. The difference of the two images gives clues about the position of the
eyes. However, such a system needs a switch control which has to be synchronized
with the frame rate so that the even and odd frames correspond to the bright
and dark images respectively.

In our system a simplified hardware is used. An illuminating ring, consist-
ing of 12 IR-LEDs, is placed along the axis of an inexpensive CCD camera.
Thus only bright images can be generated by our system. The dark image will
be constructed by using software rather than hardware. In order to obtain sta-
ble illumination conditions, an IR filter is used to block the visible light. The
hardware is shown in Fig. 1.
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Fig. 1. The IR-LED ring and the IR filter

2.2 Data Collection

There are a couple of available face databases, but as far as we know, all of them
contain face images taken under day light conditions. Therefore it is necessary
for us to collect data ourselves in order to develop algorithms for face recognition
in the near IR spectrum.

Reference data and test data were collected respectively. Our motivation is to
realize access control in the situation where a camera is set above the door under
protection. Therefore video sequences were captured under such a condition as
test data, examples can be found in Fig. 2. Still images of frontal faces were
taken as reference data, see Fig. 3.

Fig. 2. Some examples of test data

Fig. 3. Some examples of training data

In order to include variations of facial expressions, the subjects were re-
quested to speak vowels a, e, i, 0, and u. The resolution of all the images is
320 x 240. Images of 10 subjects from Europe, Asia and Africa have been col-
lected so far.



3 The Automatic Face Recognition System

In the automatic face recognition system, the first step is eye localization. Based
on the eye positions, the face region will be segmented and then normalized
to a standard size. In the normalized face image, two eyes are located at the
predefined positions. DCT features are then extracted, finally SVM is employed
to recognize the face.

3.1 Eye Localization
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Fig. 4. The procedure of eye localization
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The algorithm for eye localization is shown in Fig. 4. The morphological
operator, opening, is at first applied to the original image. This operation re-
moves the bright pupils. Then a difference image is obtained by subtracting the
dark image from the original (bright) image, which contains only the bright ar-
eas. This difference image is then binarized. The connected components in the
binary image are considered as pupil candidates that will be further verified.

The iris of the eye has a circular boundary, which can be detected due to the
contrast between the iris and the area around it. Edges of the original image are
detected using Canny’s algorithm [11]. In the edge image, a window surround-
ing each pupil candidate is chosen, then Hough transform [11] is exploited to
detect circles inside the window. Those candidates without a circular boundary
are noise. Finally pair check is performed, and the two eyes are localized. The
stepwise results are illustrated in Fig. 5.
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Fig. 5. Stepwise results of eye localization

3.2 Face Recognition

Discrete Cosine Transform shares a closely related mathematical background
with Eigenfaces. However, its merits over Eigenface are: it needs less training
time; it is deterministic and does not require the specification of the data set.
It seems more desirable when new faces are added into the database frequently.
Besides, fast algorithms are available to calculate DCT.

2-dimensional DCT is performed on the normalized face. Only a subset of
the DCT coefficients at the lowest frequencies is selected as a feature vector.
These DCT coefficients have the highest variance and are sufficient to represent
a face. To further reduce variations of illumination, these DCT coefficients are
normalized to the DC component. SVMs [12] are used as the classifier.

4 Experiments

Three experiments are carried out. The first two experiments test the perfor-
mance of eye localization and face recognition independently, and the third ex-
periment tests the performance of the complete system.

Eye Localization 300 images are chosen to evaluate the eye localization perfor-
mance. The criterion for correct localization is that any estimated eye position
within a circle of radius 3 pixels from the true position is counted as a correct
detection. In our test, 87.7% (263/300) accuracy is obtained, some results are
shown in Fig. 6. The algorithm works when the horizontal distance of two eyes



is larger than 30 pixels, and the in-plane rotation of the face is less than 25°. If
the noise is too close to the true eye, the algorithm may fail, see Fig. 7.

Fig. 6. Results of eye localization

(a) The detected eyes (b) The eye candidates

Fig. 7. A false acceptance

Face Recognition In this experiment, only the performance of face recognition is
taken into account, thus the centers of the eyes are manually marked. 250 face
images (25 images per subject) are selected from our reference data set, collected
in Section 2, to evaluate the algorithm. These images were captured at different
photo sessions so that they display different illumination and facial expressions,
even slight pose variations, see Fig. 8. Among them 120 images (12 images per
subject) are randomly chosen for training and the left images for testing.
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Fig. 8. Examples used to test the performance of face recognition

All the faces are scaled to the size 48 x 48, aligned according to the eye
positions, and histogram equalized. 64 (8 x 8) DCT coefficients are extracted
as features. LIBSVM [12], a library for Support Vector Machines, was used to
performance recognition, where RBF kernel was employed. Recognition accuracy
of 96.15% (125/130) has been achieved.

Automatic Face Recognition The same face recognition algorithm as the last
experiment is used. By integrating with the eye localization module, the auto-
matic face recognition system is tested. 500 images selected from the test data
set collected in Section 2 are used for evaluation. These images demonstrate a lot
of difference from the training data, because they were captured in different ses-
sions and by a camera mounted above the door, as shown in Fig. 2. Although it
is assumed that the subjects are cooperative, pose variations are not impossible.
398 faces are correctly recognized, corresponding to 79.6% accuracy. The reasons
for the degraded performance are: 1) The imprecise eye localization results in
uncorrect alignment; 2) perspective distortion exits because of the position of
the camera, i. e. above the door.

5 Conclusion and Future Work

We present a robust and low cost system for automatic face recognition in the
near infrared spectrum. By using the near infrared band, a stable illumination
condition is obtained. Face images in the near infrared spectrum have been
collected in our laboratory. The system utilizes the ”bright pupil” effect to detect
eyes. Relying on a series of simple image processing operations, eye localization is
efficient. The face region is segmented and aligned according to the position of the
eyes. DCT coefficients are selected as features, and the powerful machine learning
algorithm Support Vector Machines is used for classification. The experimental
results show that good performance is achieved by using our system.

Future work Pose variation is the toughest problem for face recognition. In
the near future, the functionality of the system will be extended to be able to
recognize faces with pose variations.
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