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Abstract. In recent years, a wide variety of wireless access networks
that support multimedia services have been emerging with different char-
acteristics. The service areas of many of these networks overlap so that
a mobile user from an overlapped service area can access any network
that supports the user’s application. A mobile user can take advan-
tage of the availability of such heterogeneous multimedia networks only
when the user terminal is equipped with a mechanism that can select
an optimal network for the application. This paper proposes a novel
analytical framework of such a mechanism. For this purpose we define
the user-centric performance and user-centric cost, and derive their ex-
pressions. The user-centric performance, which is also a measure of the
user-perceived quality of service (QoS), relates the requirements of user
applications with the parameters of network services. The user-centric
cost is measured by the user’s willingness to pay the price and allow for
the consumption of the mobile terminal’s resources for accessing the net-
work services. Based on the performance and cost analyses, we describe a
network selection mechanism and discuss its implementation issues. We
then present an example system to numerically elaborate the functioning
of the proposed mechanism.

1 Introduction

The next generation of mobile communication networks is expected to be a het-
erogeneous multimedia system widely comprising different radio access networks.
Each access network may possess some advantages over the others in terms of
network characteristics, such as bandwidth, coverage, cost, and reliability. To
exploit these advantages, the heterogeneous system appears in an overlay form
[1, 2]; one access network (e.g. wireless LAN) overlapping the service area of
the other access networks (e.g. 3G networks). In such an environment, a mobile
host with multi-mode network interfaces should be capable of carrying out the
following two functions: (1) selecting an optimal access network and (2) trans-
ferring connections from one access network to others when the previous one
becomes sub-optimal or unavailable. This paper focuses on the first function,



i.e. the selection of an optimal network. For this purpose, we (a) define user-
centric performance, (b) define user-centric cost, and (c) present a mechanism
for selecting an optimal network based on a performance-cost analysis.

There has been a lot of research on the evaluation of network-centric perfor-
mance or network-level quality of service (QoS), which is concerned with opti-
mizing the network characteristics. The network-centric evaluation indicates, for
instance, that the larger the bandwidth, the better the network performs. How-
ever, it cannot answer the following question: how much large bandwidth and
smaller latency or loss rate are appropriate for a user’s application. To answer
this question, we need to evaluate the user-centric performance. The user-centric
performance, which is also a measure of the user-perceived QoS, relates user ap-
plication requirements with the network service characteristics or quality. Note
that a user requires network resources to be just sufficient enough to satisfy its
application’s requirements. Any extra resource beyond the requirement, may not
give any additional benefit to the user. In such cases, users may not opt for a net-
work that has the highest resources; they may rather select a network that pro-
vides the optimal performance at the lowest user-centric cost. The user-centric
cost includes the price of network service as well as the resource consumption,
such as the battery power of the mobile terminal. It is indisputable that a mech-
anism should exist that enables mobile users to carry out intelligent decisions
for optimal network selection. Without such a mechanism, mobile users cannot
get the benefits from the availability of different types of networks; instead they
would be overloaded with choices.

There are only a few published research papers dealing with this issue from
different aspects. Lee et al. [3] applied a software agent based approach in a
personal router (PR) that lies between the user and network. The PR selects a
suitable service for the user based on the network information and user prefer-
ences. The PR continuously gets feedback of the user’s subjective evaluation in
terms of quality and cost of service, and accordingly adjusts the user preference
parameters. However, their paper does not provide any quantitative analysis of
the relationship between the user’s requirements and the network’s information.
Moreover, the subjective evaluation of a particular user cannot be universally
valid to all users. Altmann et al. [4] explained a mechanism for enabling users
to select a service from a fixed number of priority-level/price pairs provided by
a single network. Their paper is more concerned with improving the efficiency
of switching service levels when the observed network performance changes than
evaluating the user-centric performances.

Complementing the above work, we develop and evaluate an analytical frame-
work for selecting an optimal network in a heterogeneous wireless network en-
vironment. For this purpose, we define the user-centric performances and user-
centric costs and derive their expressions. The user-centric performance is ob-
tained by relating the network attributes with the requirements of the user ap-
plications. We take into consideration three types of attributes - bandwidth,
latency, and delay - and derive the user-centric performance for three classes
of applications - rigid, adaptive, and elastic. Similarly, we consider the price of



the network service as well as the power consumption of the mobile terminal to
estimate the user-centric cost. Based on the performance and cost analyses, we
present a network selection mechanism and discuss its implementation issues.

This paper is organized as follows. In Section 2 we analyze the user-centric
performances and user-centric costs. The implementation issues of the proposed
network selection mechanism are described in Section 3. We present an exam-
ple of the performance of the network selection mechanism in Section 4, and a
summary and plan for future work in Section 5.

2 Performance and Cost Analyses

2.1 User-centric Performance

We define the user-centric performance (UcPerf) as the degree of fulfillment of
user requirements by the network characteristics. There are the following two
issues associated with UcPerf analysis.

– The relationship between the UcPerf and network characteristics: how the
UcPerf can be expressed as a function of the network characteristics. For
instance, how the UcPerf increases as the bandwidth increases or delay de-
creases.

– The combination of the UcPerf of the characteristics to get an overall UcPerf :
how to combine the performance of each characteristic to get an overall
UcPerf.

As a first step towards these issues, we define a UcPerf as a continuous
function of network characteristics because the continuous functions are easier
to generate and manipulate than other types of functions. We take the weighted
sum of the UcPerf of the characteristics to get an overall UcPerf, because the
weights enable us to control the contribution of the individual characteristic
on the overall performance. Suppose that there are N wireless networks, each
having some different characteristics from the others. Let ϕa

x(xk) be the UcPerf
component of characteristic x (with value xk) for an application a in a network
k (k ∈ N). Then the overall UcPerf of the network,UcPerfa

k , is given as:

UcPerfa
k =

∑

F

wxϕa
x(xk), (1)

where wx is the weighing factor for characteristic x and F is the set of network
characteristics that are considered for evaluating the overall UcPerf.

We define ϕa
x(xk) as a continuous function whose value ranges between 0 and

1; 0 indicating the worst performance and 1 indicating the best performance.
The value of the weighing factor wx determines the contribution of the network
characteristic x on the overall UcPerf. Considering

∑

F wx = 1 guarantees 0 ≤
UcPerfa

k ≤ 1. The shape (or nature) of the ϕa
x(xk) function depends on both

the application type and network characteristic under consideration. We take
into consideration three types of applications: rigid, adaptive, and elastic. These



applications correspond to the following service classes, respectively, defined in
the 3GPP specifications [5].

1. Real-time conversational services: e.g. voice, video telephone, and video gam-
ing, which require minimum bandwidths that must be met, very low delays
and no losses - the loss recovery mechanism cannot be effective.

2. Real-time streaming services: e.g. multimedia, video on demand, and we-
bcast, which require adaptive bandwidths, bounded delays and minimum
losses.

3. Non real-time interactive and background services: e.g. web browsing, net-
work gaming, database access, email, SMS, and downloading, which require
flexible bandwidths, and tolerate delays and losses - the loss recovery mech-
anism can be used.

Similarly, although UcPerf depends on many networks characteristics, such
as bandwidth, latency, loss rate, reliability, availability, coverage, and service
provider’s reputation, for simplicity, we take into consideration only the first
three characteristics, i.e. bandwidth, delay, and loss rate, because these are
the most commonly used network characteristics to assess network quality. Let
ϕa

b (bk), ϕa
l (lk), and ϕa

r(rk) be the respective UcPerf components derived from
bandwidth (bk), latency (lk), and loss rate (rk) in a network k for an application
a, where a ∈ {rigid, elastic, adaptive}. To define ϕa

b (bk), we take the band-
width utility functions defined by Shenker [6], and Kafle et al. [7]. In addition,
we provide novel definitions of ϕa

l (lk) and ϕa
r(rk) based on the specifications of

applications as mentioned above.
Rigid application: The UcPerf curves of a rigid application are shown

in Fig. 1(a). There can be different sets of functions that can generate these
curves. One set of such functions is shown by Equations (2)-(4). As a rigid
application requires a minimum amount of bandwidth (say Bmin) to support
it, its performance is zero when bandwidth is less than Bmin. Similarly, it can
tolerate a very low network latency of up to Lrigid

max without affecting performance.
However, when the delay increases beyond Lrigid

max , the performance exponentially

degrades at a rate of δrigid
l . Since these applications are loss intolerant, the

performance exponentially decreases at a rate of δrigid
r as the loss increases.

ϕrigid
b (bk) =

{

0 for bk ≤ Bmin

1 otherwise.
(2)

ϕrigid
l (lk) =

{

1 for lk ≤ Lrigid
max

e−(lk−Lrigid
max )δrigid

l otherwise.
(3)

ϕrigid
r (rk) = e−rkδrigid

r (4)

Adaptive application: The UcPerf curves of an adaptive application are
shown in Fig. 1(b), and the corresponding functions are given by Equations (5)-
(7). Adaptive applications adapt their data rate to the available bandwidth in
the network and can tolerate occasional delay bound violations and packet losses.
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(c) Elastic applications

Fig. 1. User-centric performances (UcPerf) of bandwidth, latency and loss rate of (a)
rigid, (b) adaptive and (c) elastic applications.

However, they have intrinsic bandwidth requirements, as they must maintain the
data rate at some minimum level, below which performance suffers badly. This is
accounted by a constant Cb in Eq. (5); the larger the value of Cb, the larger the
bandwidth required for better performance. Similar to the rigid applications,
the latency and loss rate performances of adaptive applications exponentially
decrease at the rate of δadaptive

l and δadaptive
r , respectively.

ϕadaptive
b (bk) = e

−

b2
k

bk+Cb (5)

ϕadaptive
l (lk) =

{

1 for lk ≤ Ladaptive
max

e−(lk−Ladaptive
max )δadaptive

l otherwise.
(6)

ϕadaptive
r (rk) = e−rkδadaptive

r (7)

Elastic application: The UcPerf curves of an elastic application are shown
in Fig. 1(c), and the corresponding functions are given by Equations (8)-(10).



Elastic applications follow the diminishing marginal rate of performance im-
provement as bandwidth increases [6]. This means, when the bandwidth is low,
an increment in the bandwidth increases the performance higher than the same
increment does when the bandwidth is high. In Eq. (8) δelastic

b is the performance
increment rate, and Bmax is the maximum bandwidth the application can utilize
to improve its performance. Similarly, the performances of the latency and loss
rate exponentially decrease at the rate of δelastic

l and δelastic
r , respectively.

ϕelastic
b (bk) = e−

δelastic
b

bk

Bmax (8)

ϕelastic
l (lk) =

{

1 for lk ≤ Lelastic
max

e−(lk−Lelastic
max )δelastic

l otherwise.
(9)

ϕelastic
r (rk) = e−rkδelastic

r (10)

Note that since the delay and loss tolerant capacities increase from the rigid
to elastic applications, the following relations hold: Lrigid

max ≤ Ladaptive
max ≤ Lelastic

max ,

δrigid
l ≥ δadaptive

l ≥ δelastic
l , and δrigid

r ≥ δadaptive
r ≥ δelastic

r .

2.2 User-centric Cost

We now derive the expressions of the user-centric costs (UcCost). We take into
consideration two types of costs that a user can save: monetary cost and resource
cost. The monetary cost includes the price that users have to pay, and the
resource cost includes the resources of the user terminal that have to be used
for accessing the network services. From the users’ point of view, the battery
power of a mobile terminal may be a precious resource that the users want to
save. For instance, users with lower battery power prefer 3G networks to wireless
LANs as the former consume less power. Similar to the UcPerf, the UcCost is a
normalized cost whose value ranges from 0 to 1; a 0 indicates that the service
cost is trivial, and an 1 indicates that the service cost is the highest of what
users are willing to pay.

Let ϑk
p(pk) and ϑk

e(ek) be the UcCost components of the network service
price and battery power (energy) consumption, respectively, in a network k for
an application a. Then the overall UcCost of the network, UcCostak, is given as:3

UcCostak = wpϑ
a
p(pk) + weϑ

a
e(ek), (11)

where wp and we are the weighing factors, such that (wp + we) = 1.
To derive the UcCost, we use the well-known principle of the demand function

of economics. The theory of economics states that the quantity of goods/services
demanded (q) increases as the price (p) decreases [8]. As shown by the empirical
results in [9, 10], the demand function of a communication service is:

q = Ap−E , (12)

3 Although we have assumed only two costs: network price and battery power con-
sumption, our model can be extended to more costs cases by introducing additional
weights and cost functions.



where A is the scaling constant that is equal to the value of q when p = 1, and
E is the constant elasticity of demand for the given service. E is defined as the
negative ratio of the relative change in demand to the relative change in price,
that is:

E = −
∆q/q

∆p/p
, (13)

where ∆q is the change in demand and ∆p is the change in price. Since the
demand increases (decreases) as prices decrease (increase), ∆q and ∆p have
opposite signs. Therefore, the value of E is always positive. As estimated by
France Telecom, the elasticity, E, for a voice service is 1.337 [10].

An important property of the constant elasticity in Equation (12) is that it
creates a demand curve that has different slopes in different price regions. When
the price is lower, small changes in price create larger changes in the quantity
demanded. On the other hand, when the price is higher, even a large change
in price creates only a small change in demand. The demand function can also
be interpreted in terms of a utility function. A utility function measures the
willingness of users to pay an amount of money for a service with a certain
performance or QoS guarantee [11]. When the price is lower, users think that
the utility of the service is higher than the price paid, so they demand more
quantity. On the other hand, when the price is higher, the utility of the service
becomes smaller than the price paid, so that users demand less quantity. Based
on this assessment, we can express the utility function (u) of the service in terms
of the amount of quantity demanded as: u = q when A = 1, so that 0 ≤ u ≤ 1. A
high utility indicates that the user is more satisfied, hence the user-centric cost
is low. Similarly, a low utility indicates that the user is less satisfied, hence the
user-centric cost is high. Therefore, the user-centric cost of the price can simply
be expressed as inversely proportional to the service utility. That is,

ϑa
p(p) =

C

u
, (14)

where C is the proportionality constant. To keep the value of ϑa
p(p) within the

range of 0 to 1, we take C = qmin, where qmin is the minimum amount of service
demanded when the price is maximized (pmax). When we plot the utility and
ϑa

p(p) on a y-axis, and the price on an x-axis, we get the curves shown in Fig. 2.
Now we define ϑa

e(e) as a function of the battery power consumption (e) of
the mobile terminal. As there are no references available on how users behave for
different levels of power consumption, for the sake of simplicity, we assume that
ϑa

e(e) varies with the battery power consumption in the same way as ϑa
p(p) does

with the price. This means, we suppose that the elasticity of power consumption
is the same as that of the network service price.

We use UcPerf and UcCost to estimate the performance-cost ratio (PCR) as
given by Eq. (15). The PCR is used as the decision metric to select an optimal
access network (that has the maximum value of PCR).

PCRa
k = UcPerfa

k /UcCostak fork = 1, 2, 3, ..., N, (15)

where N is the number of access networks available from the location of the
mobile user.
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3 Implementation Issues

The optimal network selection mechanism can be implemented as a module that
comprises a number of profiles (Fig. 3). These profiles are described below.

Network profile: The network profile includes the values of network at-
tributes, e.g. bandwidth, latency, loss rate, and prices. The mobile terminal can
obtain these values either by monitoring all the available networks in its sur-
rounding area or by consulting a single entity or network that can provide the
attributes of all the networks, depending on the architecture of the heterogeneous
system. The MIRAI architecture [2] suggests that in heterogeneous system, it is
possible to have a basic access network, separate from other wireless networks,
for using as a means for wireless access discovery, signaling, and other network
management functions. If such a basic access network exists, it can be consulted
to get the network characteristics of all access networks in the vicinity of the
mobile user.

Application profile: The application profile maintains the values of pa-
rameters, such as Bmin, Lmax, δr, and δl, related to the application require-
ments. These parameters vary from application to application, even within the
same type of applications. For instance, the minimum bandwidth requirement
of a rigid application depends on whether the application is voice phone, video-
phone, or video gaming. These parameters of an application can be defined while
the application is designed or developed, by observing the effect of the parame-
ter changes on the application quality. These parameters are provided to the
application profile when the application is installed in the mobile terminal. Al-
ternatively, these parameter values can be supplied by an independent network
entity similar to the DNS server of current Internet system providing the domain
name to IP address mapping information.
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User preference profile: The user preference profile maintains the values of
the weighting factors used in the evaluations of the user-centric performance and
cost. These factors give the notion of the relative importance of the components
of UcPerf and UcCost. For instance, if a user considers the network price is
more important than the battery power consumption, it sets the values of wp

and ww in such a way that wp > ww. The update of a user preference profile can
be done by the users themselves through user interfaces or done automatically
(by mobile terminals) by interacting with the application profile, network profile,
and user and device contexts.

The components of the network selection module are shown in Fig. 3. In
addition to the different profiles, the module includes the network selection al-
gorithm and network characteristic detection unit. In this figure, arrows with
numbers in parentheses show the interaction between the different components
of the module. We describe these interactions one by one, starting from (1).
The network characteristics detection unit probes the available networks in its
surrounding area through network interfaces and stores the collected attributes
of the networks in the network profile. The application profile interacts with the
user applications to collect the application related parameters. The user prefer-
ence profile consults the network profile, application profile, and user interfaces
to maintain the up-to-date values of the user preference parameters based on the
supported applications and available networks. The network selection algorithm
gets the required information from the network profile, application profile, and
user preference profile to compute the UcPerf and UcCost, which are used as the
decision metrics to select the best access network. After determining the best
access network for the given application, the network selection algorithm request
the network characteristic detection unit to activate the relevant network inter-
face card. As this module interacts with the user interfaces and applications as



Table 1. Network profile: attributes. Table 2. Application profile: parameters.
Network (k) b l r p e

N1 14kbps 0.12s 0.1% 10 10
N2 2000kbps 0.10s 0.1% 13 15

Application Bmin/Cb Lmax δl δr E

voice 10kbps 0.1s 2.0 2.0 1.5
webcast 1000 1.0s 1.0 1.0 1.5

Table 3. User preference profile: parameters.
Application wb wl wr wp we pmax emax

voice 0.6 0.3 0.3 0.8 0.2 20 20
webcast 0.6 0.3 0.3 0.8 0.2 20 20

well as network interfaces, it can efficiently be located as a middleware between
the application and transport layers. We will implement the proposed mecha-
nism in an experimental system and evaluate the performance to validate the
theoretical model in our future work.

4 Numerical Example

To evaluate the proposed network selection mechanism, we present an example
system that has network, application, and user preference profiles as shown in
Tables 1, 2, and 3, respectively. We took into consideration two wireless networks,
N1 and N2, and two applications, rigid - voice and adaptive - webcast.

Table 1 shows the network profile containing the attribute values of the net-
work characteristics. Network N1, such as a GSM network, has a smaller band-
width support (b = 10 kbps) and network N2, such as a 3G network, has a higher
bandwidth support (b = 2 Mbps). Network N2 has a higher bandwidth (b), a
lower latency (l), and a lower loss rate (r), but has a higher price (p) and a
higher power consumption (e) than network N1. The units of the service price
can be in Japanese yen (or US dollors, etc.) per unit of connection time and/or
data volume. As we assumed that both price-related and power consumption-
related components of user-centric cost vary in the same way, the units of power
consumption are chosen in such a way that the values of the power consumption
and price become comparable. That means the units of price and power con-
sumption are adjusted so that these values are close to each other. For instance,
if the network service price is 10 Yen, and power consumption is 100 milliwatts,
then the unit of power consumption is converted to a deciwatt so that the value
of the power consumption becomes 10 deciwatts.

Table 2 shows the application profile. Here the elasticity (E) of both voice
and webcast services are taken as 1.5. The minimum bandwidth (Bmin) required
to support the voice service is taken to be 10 kbps, and the constant Cb of the
adaptive webcast application is taken as 1000. Similarly, Table 3 shows the user
preference profile. We assumed that user preferences (weighing factors and the



Table 4. Decision metrics.
Application Network UcPerf UcCost PCR

voice N1 0.96 0.35 2.70

voice N2 0.98 0.55 1.79

webcast N1 0.49 0.35 1.38
webcast N2 0.99 0.55 1.80

maximum amount of price and battery energy that the user can afford) are the
same for both applications under consideration.

We evaluated the UcPerf and UcCost of these applications in networks N1 and
N2 and listed them in Table 4. It shows that the UcPerfs of the voice application
are comparable in both networks, whereas the UcCost is much higher in network
N2 than in network N1, because of the higher price and power consumption in
network N2. Therefore, the PCR in network N2 smaller than that in network
N1. Thus, network N1 is better for the voice application. On the other hand,
when we consider an adaptive webcast application, the UcPerf in network N1
is smaller than that in network N2, because the webcast application requires a
higher bandwidth for better performance. In this case, the PCR in network N2
is higher than that in network N1, resulting in the selection of network N2 for
the webcast application. The UcCosts are the same for both applications, as we
have used the same user preference profile.

In our evaluation, not only the network performances, but also the network
costs greatly affect the network selection decision. For instance, if the price of the
second network (N2) is raised from 13 units to 17 units, keeping other parameters
the same, the UcCost in N2 for the webcast application rises to 0.76 (from 0.55)
and consequently the PCR falls to 1.31 (from 1.80). This change in price results
in the selection of network N1, as its PCR (1.38) is higher than the PCR (1.31)
of network N2.

5 Conclusion

We developed the theoretical framework of a mechanism that carries out op-
timal network selection decisions based on the user-centric performance and
user-centric cost analyses. The user-centric performance is estimated by com-
paring the network attributes with the user application requirements. Similarly,
we considered the price of the network service and the power consumption of
the mobile terminal to estimate the user-centric cost. We presented a network
selection mechanism and discussed the relevant issues. Through an example, we
numerically illustrated the performance of the proposed mechanism. The limita-
tion of this work is that we have assumed that a user activates only one applica-
tion at a time and selects the best network for the application. Our model needs
an extension to address the issues of selecting an optimal network for multiple
applications running simultaneously.



In this work we concentrated on the theoretical work on selecting an optimal
network when the user application is initiated. In future work, we will carry
out a simulation experiment to strengthen the proposed network selection algo-
rithm. We will also evaluate the computational and communicational overheads
introduced by the proposed mechanism.
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