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Abstract. After years of research on ad hoc networks, prakctvireless mesh
networks are moving towards mainstream industrylaepent. As wireless
mesh networks become more ubiquitous, how to erdibigbuted applications
and services is a challenging research topic. A metwork architecture called
OverMesh is recently proposed, in which computatianerlays provide the
facility to deploy distributed services across nelmesh nodes. In this paper,
we present the first implementation of the OverMasthitecture. The overlays
are built over an IEEE 802.11s wireless mesh nétwoe-standard prototype.
The platform enables development and deploymerdoaturrent distributed
experiments on wireless mesh networks. Based onpthtform, we further
introduce a cross-layer searching algorithm, wigiembines traditional overlay
searching with ad hoc network routing so that aspajly short searching route
is facilitated. Both experimentation and simulatiesults are presented.

Keywords: Overlay, virtualization, wireless mesh network,ssdayer.

1 Introduction

There has been a long history of research on mabilaoc networks in which peer
nodes relay packets for other nodes while no fixdéichstructure exists to control or
manage the network [2]. While wireless mesh netwdr&ve been actively studied
[3], there has been increasing interest from thirugtry for its deployment use. A
wireless mesh network is a form of wireless ad hetvork where some mesh nodes
are stationary, thereby reducing the power comdtredncerns. Standardization of
wireless mesh networks for different settings halready started, for example, the
IEEE 802.11s mesh network for wireless local aremvark (WLAN) [4], the IEEE
802.15.5 mesh for wireless personal area networlRAW) [5], the ZigBee mesh
network for low rate WPAN or sensor networks [6jdathe mesh mode for IEEE
802.16 wireless metropolitan area network (WiMAXJ].[ Moreover, the next
generation wireless network is expected to be aithydf all these mesh networks,



which can be further integrated to the cellulammeks and the Internet. When this
vision becomes true in the near future, it is apéited that a growing number of
services and applications will run on it. While mmt research activities on wireless
mesh networks are mostly focused on the physiedd tink, and network layers; in
this paper, however, we take one step further tdsvanabling distributed services
and applications on the wireless mesh networks.

An obvious indication of the success of the Interisethe wide deployment of
services and applications, including client-seigplications such as the World Wide
Web (WWW), email, and ftp, and more recently, tlvertay networks and peer-to-
peer applications. When we study future services applications in wireless mesh
networks, the overlay network would be preferredaduse it shares similar features
with underlying wireless ad hoc networks, such ascantralized server, dynamic
network topology, and localized operation. This ivaies our interest to investigate
an architecture of overlays on wireless mesh ndtsyocalled OverMesh [1].
However, the challenges to integrate them were st@tightforward because the
overlay network is a virtual network running in tlaoplication layer and the
underlying network is transparent to the nodesha tverlay, while nodes in a
wireless mesh network should participate in theuactouting in network or link
layer. In addition, the mesh nodes in wireless péta are limited by bandwidth,
computation capacity, and interferences, which @& a big concern in overlay
networks on the Internet because of the high sprdade and dedicated routers.
Therefore, how to enable efficient overlay serviaes applications on the resource
constrained wireless mesh networks is a challengiagarch proposition. We believe
that the cross-layer approach should be employeduse it can facilitate information
exchange between the overlay in the applicatiomrlaand the network and lower
layers. Therefore, we propose a cross-layer ovesgayching algorithm which takes
advantage of the broadcast based routing in therlyidg wireless mesh network to
quickly find the shortest physical searching rodtee cross-layer searching protocol
is realized and compared with the distributed haste (DHT) [10] based overlay
searching algorithms.

The rest of the paper is organized as follows. i®ec2 briefly introduces the
OverMesh architecture. Our implementation expegeslong with the details of the
current OverMesh platform are described in SecBorirhe cross-layer searching
protocol is presented in Section 4. Section 5 gihiesexperimentation and simulation
results. Related work is reviewed in Section 6.ti8ac7 concludes the paper and
proposes some future directions.

2 OverMesh Networks

We have proposed a generic overlay architectutecc@verMesh [1]. We view it as
a parallel edge/access internetworking strategytiposd for novel use scenarios
including, for example, residential or local comntymetworks, office networks,
home networks, and first-response networks. Théoviahgs are collectively the
differentiating properties of OverMesh against iiadal networking, peer-to-peer
computing systems, or ad hoc networking systems:



Infrastructure-free. We position an aggressive convergence strategy nfmte
computation, network processing, and data stordgs. physical node may be
capable of supporting alternative properties oériconnection and source and sink
functions;

Network virtualization. Facilitated by distributed virtual machines, theeays
would enable a computational model for provisioningd managing network
structure and resources, distributed network sesvand applications;

Emergent control and manageability. To achieve the level of robustness and
resilience seen in today’s internetworking systemder a decentralized networking
system, we argue that it is necessary that sonvicesrexhibit behaviors typically
seen in emergent biological systems; we call feerahtive learning and statistical
inference techniques to off-load human-dependenayperational management;
Cooperative and adaptive end-to-end control. To support a horizontal and vertical
system orientation to scale and adapt wireless aamuations, we believe the end-to-
end principle and in-network control must converi§ge call for tighter layer
integration and cross-layer control and management.

The conceptual OverMesh architecture can be apmiedvariety of wireless mesh
networks. At its current stage, we chose to realina one of the mesh networks that
are being actively standardized — the IEEE 802WL#AN mesh network [4]. The
PlanetLab [9] architecture was customized and mateg with the WLAN mesh
network to manage the distributed virtual machirmsda overlays. Overlays and
virtualization have been proven to facilitate dgphent of large distributed services
and peer-to-peer applications on the Internetwhen applying them to the resource
constrained mobile wireless environments, we puisedstigation of the following
new issues:

Testbed for distributed applications on wireless networks. The testbed should
provide an open platform for research on real wsglmesh networks. Researchers
can develop and deploy their own distributed expents and test the performance on
the whole mesh network. Each experiment spans plaltmesh nodes. The
virtualized overlay enables concurrent but isolaggderiments on the same physical
testbed. The details of realizing such a testbdlkisocus of next section.

Efficient management of resour ce-limited wir eless mesh networks. The traditional
overlay for wired networks tries to make the ungied network transparent to the
users. This may not be desirable for wireless nesvoGiven limited bandwidth,
computation capacity, and dynamic topology in veissl networks, the resource
management and control should consider the underlynetwork condition.
Theoretical approach to the resource managemewirgless ad hoc networks has
been extensively studied. But the current wirebesfioc networks still lack a generic
platform to enable these results. The OverMeshitaxthre provides a feasible way
to support distributed resource management andgaiortich node contributes one of
its virtual machines to form a resource managerogatlay. All virtual machines in
this overlay work together and try to balance thémork load in a fully distributed
fashion. The difference of this overlay from othmrerlays is that it can collect
information from the network and physical layer sand control signals down to
lower layers. This shows the importance of infoinratexchange between different
layers. In particular, this paper proposes a clagsr searching algorithm in Section
4. It combines the overlay searching and the adrdiating so that a searching request



from the overlay can be quickly replied with thadeuse of resources in the lower
wireless network.

Develop distributed services for future wireless mesh networks. In addition to the
large number of services already available in tiredvnetwork, there will be many
novel services and applications specific to thet gexeration wireless networks, for
example, distributed network measurement and mamndp localization of mobile
nodes, data aggregation and mining. This paperotsfocused on a particular
application, but we have implemented the open @iatfand will demonstrate how to
develop and deploy a service on it. Results frorteresive experimentations and
simulations are reported in Section 5. We beliéhat the implemented OverMesh
platform will provide a unique testbed for develupia wide variety of novel services
and applications on wireless mesh networks.

3 Implementation
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Fig. 1. Mesh node implementation.

The prototype of wireless mesh network is basedhendraft of IEEE 802.11s
working group, called Simple Efficient ExtensiblSHE) mesh. A mesh node
provides 802.11 conformant MAC and PHY interfacéeme mesh nodes serve as
access points providing additional basic servidetsesupport communications with
simple mobile wireless clients. A mesh portal imesh node that specifically serves
as an entry or exit point for packets in the neknand routes packets into or out of
the mesh network from other parts of a distributsenvice or non-802.11 networks.
The implementation of 802.11s pre-standard is tillusd in Figure 1. It supports
metric-based multi-hop routing and data forwardjid] at link layer, neighbor
discovery, link quality measurement, media accessrdination with quality of
service support, security, and a user interfacenfesh network configuration and
management. To realize these mesh components,irtinevafre of the wireless



network interface card is updated, new kernel meslaihd user interface applications
are developed. The mesh prototype supports botixLamd Windows. However, all
experiments introduced in this paper are conduoted.inux machines with Linux
kernel 2.6.5+.

We employ the PlanetLab architecture to facilitaeerlay maintenance and
virtualization on the OverMesh platform. Planetliaa large distributed testbed for
overlay networks on the Internet. It has evolveuidy over the past three years and
as of this writing, it encompasses 670 serversebat 326 sites and spanning 35
countries. PlanetLab employs Linux VServer [12Viidualize servers. A central goal
of PlanetLab is to support distributed virtualipati— allocating a widely distributed
set of virtual machines for a user community orliggtion. Research groups are able
to build their own virtualized overlay (callegice in PlanetLab) in which they can
experiment with a variety of planetary-scale sesjcincluding file sharing and
network-embedded storage, content distribution agtsy routing and multicast
overlays, scalable object location, anomaly dedectmechanisms, and network
measurement tools. Researchers continue to expianétPab and investigate new
research directions, such as introducing clusirBlanetLab, using other machine
virtualization technologies [23-27], federating id&_ab, and private PlanetLab [34-
36].
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Fig. 2. OverMesh distributed system.

As illustrated in Figure 2, the current OverMesbtptype includes the following
four components:
Central is responsible for overlay management. Any newenmihing the system
needs to contact the Central in order to be autbdriwhenever a node is selected to
participate in an overlay, its information is stbia the Central. But the Central itself
does not need to participate in any distributedises provided by overlays, nor does
it need to help with multi-hop routing in the wiesk mesh network.
Gateways connect the mesh network to external networksh @& the Internet or
other wireless networks.
Mesh nodes are the physical nodes participating in the mudp wireless
communication and the overlay services, as repteddyy the computers in the solid
circle in Figure 2. Each mesh node is partitionedmultiple separated virtual



machines at the operating system level. Each Virnachine may participate in an
overlay (dashed circle in Figure 2) that involvé@sual machines from multiple mesh
nodes. All virtual machines in an overlay form atwal network where nodes
collaborate with each other in order to provideigtributed service for any of the
mesh nodes and clients in the system requiringsadcethe service. We assume that
mesh nodes are mostly stationary; however, somebmagobile albeit maintaining a
certain degree of operational stability and corimigtto the OverMesh system.
Clients connect to the nearest mesh node through wireslirefess links. They can
participate in the multi-hop wireless networkingdadata forwarding if they are
mobile and communicating through wireless linkst they do not contribute to
providing overlay services. Thus they are not madday the Central.

While PlanetLab targets large distributed overlegworks supported by dedicated
servers in the Internet, we focus on realizing tirtualized overlay on personal
computers in a wireless mesh network. By partioigatn the research activity on
private PlanetLab [34], firstly we reengineered thgisting PlanetLab service
architecture to operate in a local intranet envinent. We then simplified and
customized the PlanetLab codes to operate on atprit/LAN mesh network. Figure
1 shows the current system stack of a mesh nodeddition to the mesh networking
components residing in link layer, the virtual maels are supported by a virtual
machine monitor. It sits below the traditional netlv layer while the existing
distributed services in PlanetLab can operate erptatform. However, to make more
efficient use of limited resources in the undenrtyiwireless mesh networks, several
cross-layer functions are included. They provide dtatus of underlying networks to
the upper layers for resource management and é¢gnirposes. The major steps to
setup an OverMesh platform are described below.

Login

-- OverMesh
A vistalized pen platfor ToF Hetwork momForivig nd Sevibs depleyiigon wirtless thes ietwiis

About|  Status| ContactUs
& ] TN (% L =i
|5 4 Lic] i

sl Ll [N
Documentation \ \H:H— & I \/
1T e (Al

Fig. 3. Website at Central.

1. Setup the Central. Although a server is usually used to host the @érih a
private PlanetLab, we use a laptop as a Centrairdiler to facilitate its wireless
communication with other mesh nodes. It has an Pte Wireless 2200 card [13]
supporting IEEE 802.11b and g. It is connectedh® éxternal Internet through a
cable so that it can download packages from extsmraer. It also acts as a gateway
so that all mesh nodes can also be connected tatdraet. The Central maintains the
authorization, installation, and status of all mesldes. For this purpose, it hosts a



web site for managing the mesh nodes, distributeédal machines, and overlays. A
shapshot of the homepage is displayed in Figuré Blustrates a possible mesh
network topology in an office building with manyliales and meeting rooms. The
dots represent the Central and mesh nodes. Thewllai@mmmunicating through
multi-hop wireless links.

2. Install a mesh node. We use laptops as mesh nodes. A new mesh noamisd
from a CD which temporarily installs a light-weighhux kernel in the memory and
enables the wireless mesh networking. The CD costaispecific key file generated
by the Central for each new node. When the new medk is booted from the CD, it
first contacts the Central through wireless linkserify the key. If it is authorized by
the Central, the new mesh node will continue to mload a latest installation kernel
from the Central and install it. In this manner ihstallation kernel can always be
upgraded by the Central. The mesh networking suppas added to both the boot
CD and the installation Linux kernel in the Centsal that any new mesh node can
always communicate with the Central through wirglasks.

3. Setup the clients. A client only needs to install the mesh networkwsare so that

it can communicate to any node in the system thr@ugearby mesh node or client.
4. Deploy a service. When users want to deploy a new service on thér metwork,
they should first request the administrator to adwgw overlay through the website at
the Central. Then a user can login to the websitsmanage this overlay. Since the
Central has both wired and wireless connectiores,ufer can login from either the
external Internet or a mesh node or client in tlesimnetwork. The users will be able
to add or delete any mesh node in their own oveliagry selected mesh node will
be automatically notified and configure itself tddaa new virtual machine to
participate in the overlay. Finally, users can togo every participating virtual
machine and install their particular service andpligption software without
interaction with any other services supported by shme physical machine. Most
existing services running on the public PlanetLab e easily ported to this platform
for wireless mesh networks.

4 Cross-Layer Searching

When realizing the OverMesh platform, we noticedttithe existing overlay
networks designed for the Internet do not workféisiently on wireless networks as
expected. One could experience significant delays lagh packet loss rate. This is
mainly due to the separation between the upperlaysrand the lower network,
MAC, and physical layers. How to provide fast affficeent services on the resource
constrained wireless mesh networks is a challenggsgarch topic. Current work on
overlays usually does not consider the underlyiatyvork conditions. On the other
hand, current research on wireless mesh networkgisly focused on the network
and lower layers. Our approach to deal with thésiésis cross-layer adaptation. Cross-
layer design for mobile wireless networks is beamgmnincreasingly important [16,
17]. In general, it can be used in network monitgriand network resource
management and control. Specifically, we study esstayer overlay searching
algorithm in this paper.



A searching overlay, such as OpenDHT [14, 15] dggddan PlanetLab, provides a
common lookup service to various applications suwh information queries,
distributed file storage and sharing. A (key, valpair is stored in a randomly
selected node in the searching overlay. Howeverartbe found by any node in the
overlay using a searching algorithm. The most ifficoverlay searching algorithms,
such as Chord, Pastry, Tapestry, and CAN, are baisetle DHT [10]. Each virtual
node maintains a small overlay routing table. Fboi@d, Pastry and Tapestry, the
routing table size is O(lag and the hop count of a searching route is fjloghere
n is the network size. For CAN, the routing tableesis O¢l) and the hop count of a
searching path is @', whered is a constant. However, these overlay searching
algorithms only achieve the short searching rontéerms of the number of virtual
hops in the overlay, while they attempt to makeuhderlying network transparent to
the nodes in the overlay. Figure 4a illustratesdterlay searching on the Internet.
We assume that a (key, value) pair is stored ireriddwhile node A only knows the
key and sends out a query for the correspondingevalhe actual searching path of
the query involves two loops. The outer loop isdkarching in the overlay, the short
virtual path A~B—C—D in the overlay can be found by some DHT basedlaye
searching algorithm. The inner loop is the realvoek routing. For example, in order
to send the query from A to B, it should be rouitedhe physical network. But the
overlay neighbors A and B may be physically far wfram each other. In a wired
network, the overhead in the underlying networkas a big concern due to the high
speed cable and dedicated routers. However, for ntinéti-hop wireless mesh
network, in order to find a physical route for eacterlay hop, the source node has to
broadcast a route request to all its neighbors atepéy until the destination is
reached, as demonstrated by Figure 4b. This mdleprevious two-loop overlay
searching algorithm on wired networks inefficientwireless mesh networks.

(@) (b) (©

Fig. 4. Searching route on wired and wireless networkRsOfeerlay searching on the Internet.
(b) Overlay searching on a wireless mesh netwa)kC(oss-layer searching on a wireless
mesh network.

Given factors such as the limited bandwidth avééalsharing of the medium,
power constraint, mobility, dynamic topologies, awdrying link conditions in
wireless mesh networks, the searching algorithmulshaonsider the network
condition in lower layers in order to quickly finithe value corresponding to the
requested key by using minimal network resourcash@ physical layer, due to the
broadcast nature of wireless channel, every tragsar from a node can be heard by



all its neighbors. At the network layer, the mostlely used ad hoc routing protocols,
such as AODV and DSR, are all based on broadcasén@ver a source node wants
to find a route to a destination node, the souomerbroadcasts a route request. If any
node receiving the request is the destination modeows a route to the destination,
it sends a route reply back to the source; othenitiswill rebroadcast the route
request. The complexity of a broadcast at the négtwaod lower layers is @f. We
know that the complexity of searching algorithmgha overlay is lower-bounded by
logn achieved by DHT-based overlay searching algorithidhen we apply the
overlay searching algorithm on the wireless mestwarks, it will need O(logf))
virtual hops in the overlay, while each virtual haguires Of) physical hops to find
the real route. So the complexity we can curreatthieve is lower-bounded by
O(nlogn).

The proposed cross-layer searching algorithm aekié¢lve complexity of @ by
taking advantage of the network layer broadcastoiste the overlay searching
request. When a node knows a kegnd wants to find its corresponding value, ittfirs
mapsk to a virtual network addresg\ddress using some known hash function. The
hash function is employed to makAddress unique and randomly distributed in the
network address space. A magic mark may be embetdetiddress so that other
nodes can easily recognize that this is not a medkork address. The source node
then broadcasts a network route requestvisadress. Any node in the searching
overlay will check received route request and camphe requested virtual address
against all the keys it has. If the same key isxfhuhe corresponding value will be
sent back to the source node as a network routg. iBpsically, this new algorithm
combines the two searching processes in the ovarldythe network layer into one
single searching process. Some techniques canrtfefiemployed to enhance the
algorithm. For example, when the value is sent la¢ke source node in the network
route reply, an intermediate node relaying it cache the (key, value) pair so that it
can also respond when the same searching requesstscoext time. In addition to
storing (key, value) pairs, a node can also sagectitrespondingAddress for each
pair and sort them byAddress, so it can search the list and respond to a n@gfeest
faster. Figure 5 details the cross-layer informagachanges between the overlay and
the network layer in both the source and destinatimdes.
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Fig. 5. Cross-layer searching algorithm.
Figure 4c illustrates the advantage of using theppsed cross-layer searching

algorithm. The physically shortest route can beckjyi found. Experimentation and
simulation results will be presented in the nextisa.



5 Reaults

Extensive experiments have been conducted on thdemented OverMesh
platform. They demonstrate that the network-widefgenance is affected by
network topology, data traffic load, mobility, aegten human activities. Due to the
space limitation, we will only present the expenntaion results related to the
searching algorithm.

Figure 6 compares the cross-layer overlay searcfileg) and the OpenDHT
overlay searching (circle) when 100 searching rstpuare sent. Two types of
network topology are tested. In the mesh topolagypde can communicate with any
of its neighbors, while in the linear topology, @de is forced to only communicate to
one of its neighbors. It is evident that the crlas®r searching renders less response
time. In average, the response time of cross-lagarching is 1.15 seconds, while the
response time of OpenDHT searching is 3.55 seconds.
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Fig. 6. Experimentation results for searching.

To compare the cross-layer searching and DHT sik®ydh more scenarios, we
further did simulations based on an event-drivemusitor for mobile wireless
networks that we recently developed [33]. This risagen source simulator which
supports physical layer broadcast, Signal-NoiseeR@NR) based packet capture,
random way-point mobility model, CSMA based MAC dayprotocol, and link
quality based ad hoc network routing. It enablesoustudy larger mobile wireless
mesh networks and many different network topoladiégure 7 gives the simulation
results when there are up to 100 nodes. Each r&soltn in the figure represents the
average of 100 runs on randomly generated netwapblogies, with confidence
interval of 95%. The cross-layer searching requimegh less hops for each request
than the DHT based overlay searching. This is madole to the mismatch between
the overlay topology and the physical network toggl The larger number of
physical hops in the DHT overlay searching intraaiia lot more network routing
control packets and therefore more packet collsiand losses. This will also make
the response time much larger than that of thesdayser searching.
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Fig. 7. Simulation result for searching with differentwetk size.

More simulations have been done when the numbecoofcurrent searching
requests is up to 10, when the maximum moving spéedch node increases from 1
m/s to 10 m/s, and when the packet loss zone isesefiom 0.1 db to 1 db. All these
simulation results demonstrate that the cross-layerlay searching significantly
outperforms the DHT based overlay searching omiheless mesh networks in terms
of higher success ratio, less response time, asdoleysical hop count.

6 Conclusion and FutureWork

This paper proposes a platform that realizes tineeyatual architecture of overlays on
wireless mesh networks, i.e. OverMesh. It providesopen and scalable testbed for
developing and deploying distributed services apglieations on wireless mesh
networks. The current prototype is based on IEEE B pre-standard and private
PlanetLab. A cross-layer overlay searching algoritts proposed to enable fast
searching on the resource limited wireless mesharés.

We are currently pursuing several research direstibased on the OverMesh
architecture and the implemented platform. For gdamextending the prototype to
different scale wireless mesh networks or the migtiradio wireless networks;
applying Xen virtual machine [26] and hardware waltzation technology [27];
investigating more cross-layer approaches to op&mesource usage and improve
network efficiency in the wireless environment. \We also working on improving
the current implementation. For example, custorgizhe boot CD in order to make
the installation process easier; introducing Windomachines to the system;
providing an open source toolkit so that other aeseers can easily build their own
system and conduct various research activitiesiogless mesh networks.
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