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Abstract. Traffic engineering tools are applied to design a set of patlgs, us-
ing MPLS, in the network in order to achieve global networikzdtion. Usually,
paths are guaranteed long-term traffic rates, while thet-4don rates of bursty
traffic are not guaranteed. The resource allocation schenggested in this pa-
per, handles bursts based on maxitnaffic volume allocatior(termedTVAfB
instead of a single maximal or sustained rate allocatiors Translates to bet-
ter SLAs to the network customers, namely SLAs with higheffit peaks, that
guarantees burst non-dropping. Given a set of paths andnidthdallocation
along them, the suggested algorithm finds a special caledti bottleneck links,
which we term thdirst cut, as the optimal buffering location for bursts. In these
locations, the buffers act as an additional resource toomgthe network short-
term behavior, allowing traffic to take advantage of the undeed resources at
the links that precede and follow the bottleneck links. Tly@athm was imple-
mented in MATLAB. The resulted provisioning parameterseva@mulated using
NS-2 to demonstrate the effectiveness of the proposed schem

1 Introduction

The latest Internet QoS (Quality of Service) design trermtaliine two approaches:
DiffServ and MPLS. The first is based on reducing the compriatomplexity in
core routers and on locating QoS entities such as policidgwetering at the network
edges. The DiffServ approach is based on per-hop QoS hantitirorder to achieve
global QoS guarantees or global profit gain, TE (Traffic eagimg) tools are applied
to design a connection-oriented network, e.g., using MRh.particular, QoS routing,
where routes are assigned according to the service receitsims an essential part to
the end-to-end guarantees. Usually, the guarantees alieadyd for long-term traffic
rates, whereas the short-term rates of bursty traffic arbadled or guaranteed. This
paper suggests a per-aggregate resource allocationthigathat takes into account
average traffic rates and also absorbs traffic bursts.

We consider as input a connection-oriented network wheralégy and directional
link capacities are known. A typical rate demand of the nekvweostomer may represent
aggregates of connections (e.g., TCP), such as clientt(affiversity campus, business
client, client ISP), ATM VPs, or MPLS tunnels, and will be egpsed by average or
maximum required rate. The attitude of our resource allonatoncept is to offer the



network customers better SLAs with higher traffic peak rdlbed guarantees bursty
traffic. It is a fast off-line algorithm that is performed dhg the network design phase.

Our resource allocation algorithm has two stages. In thestiagie it seeks any QoS
routing or bandwidth allocation algorithm that saturates networks, such as maxi-
mum flow or max-min fair allocation [1]. Such algorithms usad-term average traffic
demands as input, and allocate bandwidth using a signlepeateneter. In the second
stage, we use buffers at specific locations for the short teaffic management, using
the output of the long term TE algorithm. Note that we are noppsing to change
the hardware whenever the demands are changed. All thasawitehave their initial
buffering resources, but our algorithms will use them optlnaccording to topology
and demands analysis. These buffer analysis will detertheneequired flow regulation
parameters at the edges of the network in order to enfortérétific adheres to its des-
ignated maximal rate, while still isolating flows from eadher. Specifically, we push
the burst treatment to a point we term fivet cut, which is an optimally selected set of
bottleneck links. A burst is allowed to proceed unshaped tivé destination, given the
bottleneck link is not congested. In case of congestionréiffid is shaped at thérst
cutto the highest possible rate which guarantees the burshuatlinterfere with other
flow traffic. Anyhow, the adjusted rate is never lower thandkierage rate determined
by the long-term TE algorithm. Our algorithm determinesvisimning parameters for
the policy and regulation entities that are located at tlgee@f the network.

There are various methods for deterministic bandwidthcalion where the band-
width is allocated using a single parameter, the maximal oathe sustained rate pa-
rameter. The solutions of the different variants of the redimmodity flow (MCF)
problem for traffic engineering can be viewed as a long-teata allocation method.
Nichols et al. [2] describe two allocation methods for the DiffServ franoelw The
'Premium service’ is where the traffic is shaped at netwoidesd It provides the max-
imal permitted rate allocation contracts to its users, agchibothes the jitter, provides
certain delays, and guarantees peak rate flows. The 'Assareite’ relies on statistical
guarantees.

Other deterministic rate guarantees that consider the-séron rates [3, 4, 5, 6]
were achieved by either the worst-case bounds on netwantnialttbuffer overflow or by
end-to-end delays in the network. The rates of these traffielepes are not tight since
they consider the worst-case bounds. A different line oéaesh suggests statistical
allocation guarantees. Christith al. [7] examined the per-hop behavior of various real
time streams having different constraints (such as delapss rate). Liebeherr [8]
discusses different resource allocations and schedulettpads for the provision of
delay sensitive video streams. Another approach is toakolsandwidth according to
an effective rate that takes into account statistical pleiting between the burstiness
of the flows [8, 9, 10]. Biton and Orda [11] provide QoS guaeastby coupling the
scheduling mechanism and the routing schemes.

The resource allocation algorithm we propose in this papsgmes bandwidth ac-
cording to the amount of traffic sent during a time intervahfiedTVAfB , maximal
traffic volume allocatiopand not according to a single strict rate allocation (tetme
MRA in this work) used in previous suggestions.



TheTVAfB cascading algorithm improves the state-of-the-art ofiserallocation
and provisioning in a few ways. It allows bursty traffic to teetexploit the existing
network resources. It can also exploit the statistical iphaiting gain and still provides
deterministic bandwidth and delay guarantees. For exgnaplairst that belongs to
a flow that has only one bottleneck link that finds no congestibthis link can be
transmitted further without any delay. In case of a highadldut still below capacity,
it flows in a higher rate than its sustained rate with no loggyda Only during periods
of congestion the burst is shaped to its fair share. The howékhis approach lies in
our dealing with bursty traffic guarantees and the fact thairiploys the buffer as an
additional resource in traffic engineering design.

Further, our algorithm can lead to higher parameters asdifpr policing and regu-
lation without being restricted to any specific policy meth®éhe mathematical deriva-
tions we present in this work concentrate on the case whaffictis policed at the
edges using token buckets. However, the notation of firstscuhportant and can be
used for other regulation scenarios, as well. Section 2epteghe problem. Section 3
outlines the two-stage algorithm where section 4 detais#tond algorithm. Section 5
describes the simulation results and evaluates this pitipuas

2 Problem Presentation

The algorithm considers a connection-oriented networkre/tegology and directional
link capacities are known. The set of paths are set optimedigg any bandwidth al-
location criterion chosen by the network administrator. kvedel the network as a
general directed graph where each arc label representsdjpecity. The traffic flow is
assumed to be bursty, though the peering networks cannlitidygxpress the bursti-
ness characteristics. Itis regulated by token bucketeatdiye nodes. The token bucket
parameters we seek per customer demand are token rate &ed &ige. The regulation
using these parameters determines the committed rateg#tkergtes and the maximum
burst size per path (CIR, PIR, and CBS). Our goal is to set t#er8gulation parame-
ters in order to maximize the burstiness each flow is allowddle at the same time
not dropping packets by optimally use buffers along theesutWe will show that it
increases bandwidth utilization for this type of traffic quemed to the maximal rate
allocation MRA) that is usually used for long-term guarantees. Our algarishows
that for many scenarios, there are paths with only one lngttle link per path. In these
cases, if buffers are allocated in this set of bottlenecktioos, higher rate traffic per-
path can be allowed to enter the network.

To illustrates the problem, Figure 1 depicts a simple da@éctetwork with 4 unidi-
rectional paths. There are 4 different clients each withraated of 1Mbps as depicted.
All link capacities are 4Mbps. Thus, the bandwidth reséovais 4Mbps on linke?7,
2Mbps on linkse5 ande6, and 1Mbps on linke1, €2, €3, ande4, respectively. It is
maximally allocated because lin is saturated. If a burst with peak rate of 2Mbps
is sent along pathl, the packets exceeding 1Mbps will be dropped, though liriks
andeb are not fully used. The rational behind our approach is tdatdnks e1 or/and
e5 capacity limits and still guarantee the traffic at the boitlek, which in this case is



link e7. By using another resource we can define extended allocasiog more para-
meters, increase the usage of the under used links, anchassig flexible contracts.
A 1Mbit buffer at the output port of node 7 to

link 7 enables an agreement of 2Mbps peak rate,

1Mbps sustained rate and maximum burst time of

0.25 second for each path. The burst size for eag
path can grow as high as 2Mbit for a period of
0.25 seconds providing it is followed by a silence
period of 0.25 seconds. Now consider an unde
load situation where only one client transmits
bursty traffic of 2Mbps peak rate. This stream ‘ L

Solution:

will be transmitted without any buffering delay ) (=011
. . . C(e,)=4 hp) =(2.22.2)
11178 e irstcut= e
aII_the way. Otherwise, if all the sources transmit 22 - imaisg
using their peak rate, the buffer at nodewill e s . _a L=0s

shape (using any GPS-compliant scheduler) the
traffic per path to the sustained rate.

. . . Fig. 1. Example 1
3 Algorithmic Solution 9. 2. =xamp

Below is an outline of the algorithm that achieves
deterministic guarantees for bursty traffic. The
algorithm is based on a few algorithms activated
in cascade.

3.1 Solution Outline

1. 1°¢ stage - Routing and Average Rate AllocationFind, using LP (Linear Pro-
gram) formulation and solver, the QoS routing that idergifisaximum flow (or
other criterion) allocation of the bandwidth. The outputtie set of paths and the
net flow that is assigned per path. This stage is describeddatidh 3.2.

2. 2" stage - TVAIB cascading algorithm - Traffic Volume Allocation for Bursts:

(a) Find a special set of bottleneck links, termedftrst cut(Section 4.1).
(b) Indicate which buffers at thférst cutenable us to increase the rate at the edges.
(c) Calculate the permitted peak rate over each path takitggaccount all the
arcs not included in thérst cutfor each path. Again, we use LP solver over
the residual graph ‘before’ and ‘after’ the first cut (Dedail Section 4.2).
(d) Based on the previous calculations, decide for each whtther it can gain
additional burstiness using buffering. If yes:
— Analyze buffer behavior at the bottleneck link, in case afgestion (4.3).
— Set a contract (SLA) per-path (Section 4.4).

3.2 1%t stage: Long-term Routing and Bandwidth Allocation

This stage specifies a set of paths in the network, and adle¢chem bandwidth. TE
tools are used to choose paths between a given set of inggesss pairs. Any resource
allocation criterion can be used, in order to saturate tiwarg.



In this paper we are particularly considering the MaximumtiMeommodity Flow
(MCF) problem. The input to this problem is the network tagpl, the directional links
capacities, and a list of ingress-egress pair (clientsindis the maximum of the total
net flows over all commodities (e.g, paths), the routing taubed between each pair,
and the net flow per each path. This problem can be solved uBisglver in a polyno-
mial number of steps. We specifically consider this probleroesit achieves network
saturation and leaves minimal excess capacities. Othéngpalgorithms that allocate
bandwidth and saturate the network can also fit this framlewar[1] we suggested
bandwidth allocation method according to the max-min feteda that can be used for
the TVAfBalgorithm.

4 2m4 stage: TVAFB cascading algorithm - Traffic Volume Allocation for Bursts

4.1 The Bottleneck Links for Buffering Analysis

The 15! stage solution found the set of paths betwéent; )-pairs and a per path net
flow f(P) in the graphG(V, A). Based upon the routing found previously this subsec-
tion will find the strategic location for the buffers, which defined below afrst cut
First, we will define a few terms.

Definition 1. A link a is saturated, denotediat(a) = 1 if it is assigned bandwidth
equal to its capacity. Otherwise it is not saturated whicHesiotedsat(a) = 0.

Definition 2. a; isthefbn linkof apathp = (a1, as,...),a; € A,ifi = min{j|sat(a;)}
Definition 3. Afirst cutis the set of the first bottleneck linkgvzs).

Definition 4. Given a graphG(V, A) and a sef(s;, t;), Vi = 1..K of source-terminal
pairs, a cutM of the graphis a subsétl C A such that the subgrapf‘ = (V, A\ M)
has nos; — t; path,vi = 1..K.

Using the above definitions we can state the main construofithis subsection.
The first cut properties

1. Each path has exactly orfén link. The number offon links < the paths.

2. For each path, the links that are prior to its first botttdrlenk are under-used.

3. Eachfirst cutlink can be saturated by flows that this link is théim link and by
other flows that already met thefbn link before (discussed in 4.2).

4. Thefirst cutis a cut of the graph. If we delete the arcs of the first cut nffi¢ra
will flow (The proof can be found in [12]). Thus, we can use ittlas location for
absorbing the peak rates of the bursts.

4.2 Peak Rates Calculations

TheTraffic Volumeallocation assigns peak rat€p) per pathp on top of the sustained
rate, f(p), which was found in the*¢ stage. The lower bound for eaélip) is f(p).
The goal of this work is to enable flow transmission over a gfiegéd path using its



peak rate when the buffer is used only in case of congestioerefore, the peak rates
calculation is derived out of the excess bandwidth of thieslinvhich are not saturated,
and is divided among all the paths flowing through them.

This subsection calculates the possible peak rates peiirpatich first bottleneck
link ( fbn) subject to capacities constraints of all the precedingfalhalwing arcs over
this path. For this purpose we use the same TE algorithm unshé ffirst stage over the
residual graph arcs that reside 'before’ and 'after the ést The specific TE algorithm
(maximum flow, max-min fair, etc.) also determines how theems bandwidth will be
divided among the paths.

The construction of the ‘before’ and ‘after’ residual graslas follows. According
to property 2 of thdirst cut all the links of pattp prior to its fon are under used and
can accommodate higher rates than the sustainedf(@¢ However, property 3 is
more complicated. Consider a lintbn; (belonging to thdirst cuf) and a set of paths
that are traversing it. Note thgbn; may not be the first bottleneck link for some of the
paths that traverse it. Assume a pattwhich passes through the saturated lirfka-
and fbny in this order. By definition onlyfbns is p;’s first bottleneck link. However,
peak rates calculation, residual graph construction affigébmanagement vary ip;
has more than one bottleneck link. Essentially, this vimearises due to the need to
allocate these peak rates along the arcs that lay betwedotteneck links {bn, and
fbnl)

We developed two algorithms. The first, algorithm A, saveffding resources by
allowing burstiness (some peak rate) only for paths thaetse a single saturated link.
The second, algorithm B, enables burstiness also for pagtigraverse multiple satu-
rated links, but requires more buffering resources. In adgorithms, shaping of the
peak rate to the sustained rate is performed only when ctiogesccurs, otherwise,
the flow’s peak rate is allowed.

Peak Rate Calculation Algorithm A: Enabling Burst Flow only for Single-fbn
Paths The first algorithm benefits paths that traverse a sirfgle link whose other
links (not in thefirst cut) are under used. The excess bandwidth in the under-used
links is divided among these paths, which permits a posgiblk rate per path. Not
every topology and demand flow can benefit from this algorjttmmugh the algorithm
can check its usefulness. Section 5 discusses briefly tlodogies that are likely to be
beneficial by the algorithm. The traffic flow is controlled la¢ ingress, using the peak
rate. Other traffic flows are controlled using the sustairaeé.fin case of congestion,
buffers at the first cut will be used to shape the peak rate eavari rate (but not lower
than the sustained rate).

The input for this algorithm is the graph(V, A); its arc capacities; set of paths
overG and the assigned net flows over them andfitts¢ cutarcs. The algorithm finds
h(P), the permitted peak rate per path in two steps. The first stegtaicts a sub-graph
G~ (V, A7) (see in Figure 2). The second step applies the TE algoritted imsthel 5
stage overA— and identifies the highest possible rates over the pathecute A~
capacity constraints.

Consider the example in Figure 3(a), where the arc capadafiinksel — ¢6 is
2Mbps and of linkse7 — €8 is 3Mbps. The optimal bandwidth assignment per-path,
calculated by théirst-stage TEalgorithm is 1IMbps. We consider this rate to be the sus-



Constructing set of tinks A

. for each bottleneck link in *first cut’:do
SetF' P(a) to be all the paths passing through
for f; € FP(a)do/* Consider only paths with singlgbn */
if a = fbn(f;) andVay € fi,a5 # a,ay ¢ firstcut — a then
foreach ay € fi,a#apdo A~ =A" Jay
else NEWFPATHS = NEWFPATHS — f;
. I* Get the residual graph : for the excess rates calculatio
. foreach f; € FPATHS do, foreach ay € fido c(ay) = clay) — f(fi)

CONOUTAWNE

. SetFFPAT H S to be the set of all input paths (from TE stag®)EW FPATHS = FPATHS

Fig. 2. Algorithm A G~ construction: selecting links for the peak rate.

tained rate. Thérst cutconsists of the links5 ande&. Paths2, r3, andr4 are travers-
ing arce8. Note thatfbn(r3) = fon(rd) = e8 but fon(r2) = fbn(rl) = e5. Paths
r1,r3, andr4 have only onébnlink, thus, their rate can be increased. Pa&hhowever,

is excluded from the set of the beneficial paths because iWbottleneck links and
can not have burstinesd.~ contains links1 ande6 (that precedes and follows re-
spectively)e3, e4, ande7 (that are prior t@8). The residual capacity @fl, e3 ande4 in
A~ is 1 (originally was 2) and the capacity &t is 1 (originally 3). Buffer located at the
first cutlinks e5 ande8 absorbs the sum of the peak rates of the traversing pathstwhi
is (2,1,2,2) for paths 1,2,3 and 4). The derivation of the imaxn peak period per path
that is allowed subject to the buffer size and the calculgiak rate is described in
subsection 4.3. In this algorithm, each flow peak rate is @olysidered once in the
buffers calculation, at its first bottleneck link. This meahat our usage of the buffer-
ing resources is minimal and is not sensitive to whether teedut is the minimum cut
or what is the number of the links of the first cut. The maximediprate R,,, that can
be handled at each one of the first cut linkadd the sumof the peak rates of the paths

that traverses it, butis given b € A= RS = > o oiiand (0) + 20 ieron 2(P)
Peak Rate Calculation - Algorithm B: Enabling Bursts Flow for all the Paths,
with more buffers This algorithm enables peak rates assignment also to paths w

more than ondbn link though this requires more buffering resources. As goathm
A, we build a new sub grapt¥—(V, A~) and apply the same TE algorithm @~

to find h(P), the per-path permitted peak raté- consists of all the links except the
first cutlinks. In this algorithm, assuming there is no congestiothaanetwork, a flow
of a path that traverses more than one bottleneck link cashréie second bottleneck
link with a higher rate than its sustained rate. Portion eftthffer in thisfbn has to be
assigned to guarantee the higher rates. Consequently,buffeging resources should
be added at each first cut link to accommodate the peak rates.

Figure 3(b) shows algorithm B execution on the same grapt irs€&igure 3(a).
The rate of pathr2 can be increased even though it has fimolinks, and its peak rate
is calculated using areR ande7. There will be 2 buffers: one located at ndgewards
eb to treat bursts from routed andr2 and the other is located at node 8 towa¢gio



Solution:

f(p) = (L11.1) Solution:

AR o s 2
- p) =(21515,

Nl 7 — = Cuis‘lﬁ;‘*%eg 17 — First Cut = e5,e8

22 9 —» t;—O & sec 22 9 —» C=90,000B

B3 9 LsSbasec 13:3 9 bs(r)=(120000,67500

44 9 —— o — 1p=0.25 sec. 44 9 — - —p

67500,90000)

@ (b)

Fig. 3. Results of algorithms A and B for a network with various arpasities

treat the bursts of routes 2,3 and 4. Assuming locating laéfesize 90,000 bytes at the
output ports of nodes 5 and 8 towards lirkksande8. The sustained rates are (1Mbps,
1Mbps, 1Mbps, 1Mbps), peak rates are (2Mbps, 1.5Mbps, 1gsMBMbps), and the
sizes of the token buckets are (120,000, 67,500, 67,50000pbytes for routes (1, 2,

3, 4), respectively. The details of this calculations caridamd in subsections 4.3 and
4.4. Note that thébnlink e5 allows a burst size df0, 000 for pathr2 but this burst size
was decreased by thién 8 upper bound. As in the previous algorithm, in case where
a path cannot gain a peak rate that is higher than its sudtedie, it will be policed to

its sustained rate at the ingress. Otherwise, the peak ihteawsed.

4.3 Buffer Management Analysis at thefirst cut

The buffers, located at thiirst cut, are used for holding the bursts that may arrive
with a maximal rate ofi(p) for any pathp. The buffer sizes are determined by the
peak rates calculated in 4.2. Given the shaping capabikti¢he first cut, we can cal-
culate the possible traffic envelopes at the first cut. The wayhandle the traffic at
the first cut affects the control parameters of the traffihiatihgress nodes. Many pre-
vious papers estimated the bounds on the size of traffic epeslat the core based
on the traffic pattern at the source nodes. Since our caiontatre derived from the
TE routing stage, we are able to set regulation rules at theess. Specifically, we
assume the incoming flows are regulated per path using takekets at their source
node. We derive the per-path token bucket parametersifeek rate, sustained rate,
and burst size) from the first cut buffer analysis. Figure dcdbes the node’s func-
tionalities with buffer capacity’, link output rate,R,.:, peak rate of arriving traf-
fic, Rpeak,in, and a peak intervat,,. The transmission rate of the outgoing traffic is
bounded by the link output raté&,;. If the rate of the offered traffic i®;,, < Rou:,

a queue will not build up. In case of bursty traffic the buffeused for storing the in-



coming packets which are smoothed by the transmission TaEemost extreme case
is an On-Off streams in an interval, which are composed of peak ra.. in for
the burst duratiort, followed by a silence period of lengtfy — ¢,. The longest pe-
riod of timet, that a burst can be sent, giveR,cqk,in, Row: andC' is expressed by:

t;D = C/(Rpeak,in - Rout) (1)
The minimal length of the interval

can be derived by equating the amount of — —
incoming and outgoing data: .\ S i

Intf1
n Ry n Rou

) il B

ts = Rzn : tp/Rout

Inti2 1= CIR oy 1 = Row)
Alternatively, we require that the gener- : & =0, " Rpeakin) R,
ated amount of data in the interval,:

v < Rout - ts. The maximum delay at a
node is given by the emptying time of a
full buffer C'/Roui- A general definition Fig 4. Buffer management at the output
of v will be to integrate the arrival rate,port

giveng(t) & Rin(t): f;ts g(t)d(t) < (Rout - ts) Wheret, is calculated from using
Eqg. 1 and Eqg. 2. We have shown that if the above parametereartiring traffic are
kept, the traffic is guaranteed to be conforming. Next we pritlve the correctness of
traffic envelope bounds. Consider streams 1, 2, . . . with peak rates(p; ), sustained
ratesf (p;), andfttfts g:(t)d(t) < f(pi)-ts. The following Lemma states the conditions
for conformance.

Lemma 1. Assumingoutgoing link rateR,,;, permitted peak rate?,cqx,in, buffer
capacityC, timets and m input traffic streamslIf (1) Z;’;l h(pi) < Rpeak,in: (2)

2211 f(pl) < Rout and (3)VZ =1,... 7mftt_t3 gl(t)d(t) < f(pl) ls = h(pz) “tp
holds, thenthe total volume < R, - ts.

The proof can be found in [12]. The sum of burst sizes of thelrgreams equals to
the maximal permitted g(t) so there will be no data loss.

4.4 Setting Per-Path Token Bucket Parameters

The following subsection describes the algorithm thatgasseach path with its token
bucket parameters: the token fill rate and the bucket size.tdken fill rate governs
the per path sustained rate and the bucket size is calcligtdge maximal burst time
intervalt, multiplied by the peak rate. We derive these parameterseaweitsing each
first cut arc. We assume all first cut links have the same bsfferC. By applying
these parameters to the token bucket at the ingress of tihistha traffic is assured to
be conforming.

— Perform for eacha® € A~ with outgoing rateR”*

out

f(p;) I*cannotincrease its rate*/

1. For each incoming path: h(p;) = {h(p») Fotherwise */



2. SetRy,,. ,, to be the incoming peak rate af, R, .. ., = > 0un icar D(Pi)-

3. sett} to be the maximal burst interval for ar¢' using Eq. 1,C, RE,,, and
k

peak,in*
4. Apply to all the paths of* (thata” is their fbn) the valuesf (p;), h(p;) and
t¥. Set the token bucket contract to be: token raté(p;) andbs = h(p;) - th

Table 1 summarizes the parameters this system needs fasipraung and the order of
their derivation. All the stages of the algorithms were iempented using MATLAB.

[[Parameters [Per-fon [Per-Path I
Buffer size, Same for all fons |C
Rout The fbn interface link rate
Rpecak,in The sum of peak rates per—pa@ h(pi)) calculated pelfbn in subsection 4.2
ty Calculated using”, Rowt andRpcak,in (EQ. 1)| The minimum over alfirst cutlinks it traversg
Burst size Rpcak,in " tp h(p;) - tp

Table 1.provisioning parameters can be systems wide (the only oreifibuffer size), per path,
or per node interface.

5 Simulation results and Evaluation

Simulations In order to evaluate the gain from our algorithm, we appliethkalloca-
tion methodsTVAfB and the theMRA using the NS-2 simulator and the example in
Figure 3(b). The four aggregates in the example are compufsedTCP! connections
(each with maximal congestion window size of 100), and uferéint pathsy1, .., r4.
Each TCP connection transfers a file of 2MByte.

The regulation entities (token buckets) that are locatédeaingress nodes, 2, 3,
and4, perform policing and metering for the arriving aggregat@snely all thel0 TCP
connections are policed together. TH&RA only allows packets that arrive within the
maximal rate,1 Mbps in this example. We set the tokens fill-rate tolde bps and the
bucket size to be 1000B (equals to the size of 2 packets).dkentbucket parameters
for theTraffic Volume AllocatiofTVA) are the values that are calculated in Section 4.4
and presented in Figure 3(b). In both methods, any 'outrofile’ packet is dropped,
though we allow bursts in the size of the token bucket. Fuytlve locate weighted
queues of 186 packets (equals to 90,000 Bytes) at the outptg pf nodess and8
towards arce5 ande8. We use propagation delay of 20ms for all the links in each
direction, except for linke8 whose propagation delay is 40ms.

The simulation measures the time it takes for each connettimansmit the 2Mbyte
file. We compare the per-aggregate average termination¢ioneputed over all the con-
nections within each aggregate, and the number of the ddopaekets per-aggregate.

1 TCP was selected due to its bursty nature and its prevalenmelay Internet. This enforces
us further to discuss the TCP congestion control in the ebfeour work.
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Fig. 5. The height of a per-connection vertical bar indicates thaiteation time of the appropriate
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Figure 5(a) depicts the simulation termination resultgtiertwo allocation methods for
all the connections. Clearl§VAgained &.5—4.5 speedup in the file transfer time. The
reason for this is the higher number of conforming packetd thus less drops. Indeed,
for TVAthe average drop rate is 2.5%-6%, while kdRAIt is 16.7%. The file transfer
times for theMRAare much longer thahVAbecause of the huge 'out-of-profile’ drop-
ping, which causes TCP timeouts. Running the same examplittul/10th of the
propagation delay over all the links (see Figure 5(b)) desee the termination times
that are achieved by thdRA since it decreases the time the slow-start phase requires
to ramp up. It does not affect®/A performance since it spends its time in congestion
avoidance (due to the small percent of packet drops) anddfieep allows it to trans-
mit enough packets, such that it start receiving acknovdetnts before it exhausts
its window. To further study our algorithm performance, weked at more scenarios
where the loads over the different routes are not even sathtté bottleneck links is
under used. All the TCP connections that participated inra@en scenario increased
their rates related to the even-load scerario

A common real-world architecture that can benefit from usiregr VAfBalgorithm
is an access or a metro network. In a common metro archiee@wset of paths from the
clients (modem pools, T1 lines, etc.) forms a tree toward$3iP Internet gateway. The
link capacities in this network are the same due to a homagenegsage of technology,
e.g., 1Gbps Ethernet. Thus, the link to the gateway routeornes a bottleneck and
an fbn in the TVAfBalgorithm. This link capacity]l Gbps, is shared by the sustained
rates of all the paths. Obviously all the preceding linkseham excess bandwidth that

2 Note that theTVAtransfer time is only 50% higher than TCP theoretical aciti rate.
% This framework can use a model that sizes the buffer of adyaitlk link considering the
parameters of the TCP sources [13].



can be added to the rate of the paths. Furthermore, the nbaffedng resource in the
gateway router are modést

6 Concluding Remarks

The solutions presented in this paper can be used by netwonknéstrators as a de-
sign tool. The algorithm assumes the knowledge of the tredfie demands across the
network and the ability to lay a set of fixed routing paths.ah e performed as often
as anykeep-alivealgorithm in a connection-oriented network. Beside the faat all
the algorithms runs in a polynomial number of steps, we tithe practicality by
examining issues such as required buffer size and shapjagithims. It is a fast and
easy-to-deploy algorithm that can be used over one or maveonkedomains, in order
to find the bottleneck links, buffering needs, and SLA paranse
Acknowledgments:We thank Danny Dolev for many helpful discussions.
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