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Abstract. Geolocation techniques aim at determining the geographation of
an Internet host based on its IP address. Currently, maasuatebased geoloca-
tion techniques disregard the buffering delays that maytreduced at each hop
along the path taken by probe packets. To fill this gap, wegsepgheGeoBuD
(Gedocation usingBuffering Delay estimation) approach. Although the network
delay and the geographic distance between two Internes hast been shown
to be related to some extent, leveraging buffering delaynesion at each hop
for geolocation purposes is challenging for two reasonstFiorrectly estimat-
ing the buffering delay at intermediate hops along a tragerpath for geolo-
cation purposes depends on the accurate estimation of thecgéon of the in-
termediate routers. Second, even giveragriori knowledge of the location of
the routers, estimating the buffering delays is difficuleda the coarse-grained
information provided by delay measurements. Relying onetiaute measure-
ments, we show that leveraging buffering delay estimatioproves accuracy in
the measurement-based geolocation of Internet hosts asasvéie confidence
that the geolocation service associates to each estimation
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1 Introduction

Geographically locating an Internet host from its IP addiresables a diversified
class of location-aware applications [1,2,3]. Exampleswth applications comprise
targeted advertising on web pages, displaying local eveamdsregional weather, auto-
matic selection of a language to first display the contented§ pages, restricted content
delivery following regional policies, authorization oatrsactions only when performed
from pre-established locations, or locating pedo-crifiiyndEach application may have
a different requirement on the resolution of the locatiaimestion. Nevertheless, as IP
addresses are in general allocated in an arbitrary fasttiere is no inherent relation
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between an IP address and the physical location of the gameling physical interface.
Therefore, inferring the geographic location of Internests is a challenging problem.

Previous work on measurement-based geographic locatibriezhet hosts [4,5,6]
relies on delay measurements betwdgmdmarks i.e. hosts with well-known geo-
graphic location, to provide the position of a target hasGEoPing [4], the positions of
landmarks are used as the possible location estimates feeatgrget host. This leads
to a discrete space of answers that may limit location acguracause of the system’s
dependence on the number and placement of landmarks [SIC@hstraint-Based Ge-
olocation(CBG) approach proposed by Guestal.[6] transforms delay measurements
into distance constraints and then usagtilaterationto estimate the geographic loca-
tion of a given target host. Multilateration refers to thegass of estimating a position
using a sufficient number of distances to some fixed points #stablishing a con-
tinuous space of answers instead of a discrete one. Thislatedation with distance
constraints provides an overestimation of the distanam feach landmark to the tar-
get host to be located, thus determining a region that hdipefacloses the location
of the target host. The centroid of this region is the locatstimation provided by
CBG. Further, the area size of this region is a confidence uneaSBG associates
with each given location estimation; the smaller the regiba more confident the sys-
tem is in the provided estimation. Although showing rekalvaccurate results in most
cases, these measurement-based approaches may havedheicgadisturbed by many
sources of distortion that affect delay measurements.¥anple, delay distortion may
be introduced by the circuitous Internet paths that tendhteeaessarily inflate the end-
to-end delay [7,8,9]. Another source of distortion is th@radictable buffering delay
that packets face in queues at the intermediate routerg #h@nend-to-end path. For
an accurate geolocation of Internet hosts based on delagurezaents, it is crucial to
estimate and remove as much of the additional delay as pessib

This paper investigates the distortion introduced in detsasurements due to
buffering delays and possible counter-measures to it ieroi@ improve geolocation
techniques. We present GeoBuD, a novel way of geolocatiegriat hosts. We rely on
traceroute measurements to estimate the buffering defadinced along the path from
each landmark to the target. Based on traceroute informabout the successive RTTs
at each intermediate hop, we estimate the buffering delagdaced by each of these
hops. Our results show that the estimation of bufferingydeliatroduced along the path
allows the improvement of the geolocation estimation givg€BG. This is so because
the additional delay distortions caused by buffering del@/removed from the overes-
timations of distance constraints that define the regiofosimg the target host in CBG,
thus allowing tighter overestimations that result in a derakgion. Smaller regions that
still enclose the target host provide more accurate losastimation in CBG.

The remainder of the paper is structured as follows. Se@ialiscusses the re-
lated work. Section 3 describes the CBG approach to estithatgeographic location
of a given target host. Section 4 explains our methodologyé&forming the tracer-
outes and estimating the buffering delays along the tratemmeasurements. Section 5
compares the results of GeoBuD and those of the CBG appré&addlly, Section 6
concludes our paper and discusses future work.



2 Related work

A DNS-based approach to provide a geographic location@enfilnternet hosts is
proposedin RFC 1876 [10]. Nevertheless, the adoption dbti8-based approach has
been limited since it requires changes in the DNS recordsadndnistrators have little
motivation to register new location records. Tools suchP2 L [11] and NetGeo [12]
query Whois databases in order to obtain the location inédion recorded therein to
infer the geographic location of a host. This informatioowiever, may be inaccurate
or stale. Moreover, if a large and geographically dispetdedk of IP addresses [13] is
allocated to a single entity, the Whois databases may copntsi a single entry for the
entire block.

There are also some geolocation services based on an exbaalstilation between
IP addresses ranges and their corresponding locationsaiesa of such services are
GeoURL [14], the Net World Map project [15], and several coenaal tools [1,2,3].

Padmanabhan and Subramanian [4] investigate three diffegehniques to infer
the geographic location of an Internet host:

— The first technique infers the location of a host based on tR& Dame of the
host or another nearby node. This technique is the basis ofi@ek [4], Visual-
Route [16], GTrace [17], and the SarangWorld Traceroutgept$18]. Quite often
network operators assign names to routers that have songgagpdic meaning,
presumably for administrative convenience. Neverthelesisall names contain an
indication of location. Since there is no standard, opesatommonly develop their
own rules for naming their routers even if the names are gaabgcally meaningful.
Therefore, the parsing rules to recognize a location fromdemame must be spe-
cific to each operator. The creation and management of slietisia challenging
task as there is no standard to follow.

— The second technique splits the IP address space into rslissteh that all hosts
with an IP address within a cluster are likely to be co-lodaténowing the loca-
tion of some hosts in the cluster and assuming they are ireaggnt, the technique
infers the location of the entire cluster. An example of satéchnique is GeoClus-
ter [4]. This technique, however, relies on informationttisgpartial and possibly
inaccurate. The information is partial because it comprigeation information for
a relatively small subset of the IP address space. Moresweh, information may
be inaccurate because the databases rely on data providesgis; which may be
unreliable.

— The third technique, GeoPing [4], is based on exploiting ssfiide correlation be-
tween geographic distance and network delay. The locattmation of a host is
based on the assumption that hosts with similar networkydeétasome fixed probe
machines tend to be located near each other. This assunipsonilar to the one
exploited by wireless positioning systems such as RADAR ¢b@cerning the re-
lationship between signal strength and distance. Thexedidren a set of landmarks
with a well-known geographic location, the location estiioa for a target host is
the location of the landmark presenting the most similaagl@attern to the one
observed for the target host. In GeoPing, the number of plessication estimates
is limited to the number of adopted landmarks, charactagiz discrete space of



answers. As a consequence, the accuracy of this discrate spstem is directly
related to the number and placement of the adopted landrftgrks

To overcome the limitation of using a discrete space of amsvithe Constraint-
Based Geolocation [6] approach uses multilateration ttdyéecontinuous space of
answers. In the next section, we provide a brief backgroumidoa the CBG method-
ology operates as the goal in this paper is to investigaterthact that the leveraging of
buffering delay can have on the geolocation of Internetdibased on multilateration.

3 Background on the CBG approach

In this section, we present a brief background on how CBG iges/geolocation
estimation for target hosts based on delay measurements.

3.1 Multilateration with geographic distance constraints

The physical position of a given point can be estimated uaisgfficient number
of distances or angle measurements to some fixed points vus#tons are known.
When dealing with distances, this process is called mtétigdion.

Consider a sef = {L1, Lo, ..., Lg} of K landmarks. Landmarks are reference
hosts with a well-known geographic location. For the lamatof Internet hosts us-
ing multilateration, CBG [6] tackles the problem of estimgtthe geographic distance
from these landmarks towards the target host to be locateeh ¢he delay measure-
ments from the landmarks. From a measurement viewpoingrbdeto-end delay over
a fixed path can be split into two components: a determin{stidixed) delay and a
stochastic delay [20]. The deterministic delay is compdsethe minimum processing
time at each router, the transmission delay, and the prejpagielay. This determinis-
tic delay is fixed for any given path. The stochastic delay poses the queuing delay
at the intermediate routers and the variable processingdineach router that exceeds
the minimum processing time. Besides the stochastic délayconversion from delay
measurements to geographic distance is also distortechby sdurces as well, such as
circuitous routing and the presence of redundant data. Agyivshould be noted that
no matter the source of distortion, this delay distortioalsays additive with respect
to the minimum delay of an idealized direct great-circlenpat

Figure 1 illustrates the multilateration in CBG using thé sklandmarks, =
{L1, Lo, L3} in the presence of some additive distance distortion duapeifect mea-
surements. Each landmaifk intends to infer its geographic distance constraint to a
target host- with unknown geographic location. Nevertheless, the nefégeographic
distance constraint is actually given By = gir + i, i.€. the real geographic dis-
tancey; plus an additive geographic distance distortion represdmiy,.-. This purely
additive distance distortiof;- results from the possible presence of some additive de-
lay distortion. As a consequence of having additive digadistortion, the location
estimation of the target hostshould lie somewhere within the gray areé Figure 1)
that corresponds to the intersection of the overestimaedmphic distance constraints
from the landmarks to the target host.
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Fig. 1. Multilateration with geographic distance constraints.

3.2 From delay measurements to distance constraints

Recent work [21,4,22] has investigated the correlatiowbeh geographic distance
and network delay. Figure 2 provides an example of the maldietween the distance
and the delay for one of the landmarks we used in our measutsrt@vards the re-
maining landmarks of our dataset (further details on thesergental data used are
found in Section 5). Theestlineshown in Figure 2 for a given landmaik is defined
as the line that is closest to, but below all data pointsy), wherex expresses the
actual great-circle geographic distance between thisngmedmark and all the other
landmarks in the set, whilgrepresents the measured RTT between the same pairs. The
equation of the bestline is defined as

Yy =m;x + b;. 1)

RTT (ms)

b‘eslhne

1 1 1 1
0 500 1000 d 1500 2000 2500 3000
Distance (km)

Fig. 2. Sample scatter plot of geographic distance and networkydela

It should be noted that each landmark finds its slepend its positive intercegt
based only on delay measurements between the availablaaksl. For further details



about the computation &f andm;, we refer the reader to [6]. The presence of a positive
intercept; in the bestline reflects the presence of some localized desoh landmark
uses its own bestline to convert the delay measurement dgwhe target host into a
geographic distance constraint. A delay measurement tnerndnsidered landmark of
Figure 2 towards a particular target hasis transformed into a distance constraint by
projecting the measured delay on the distance axis usingotmputed bestline of this
landmark. For example, if the measured delay is 30 ms, thardis constraint ig, as
illustrated by the thick arrow in Figure 2. This estimatedgmphic distance constraint
Ji~ between a landmark; and a target host is derived from the delay, using the
bestline of the landmark as follows:

dir — b;

m;

Each landmarkl; localizes a given destination inside a circle whose radius is
the obtained distance constraint. The region formed by the intersection of all these
circles from the set of landmarks is called in CBG tlomfidence regionCBG provides
the centroid of this confidence region as the location estimdor the target host.

4 Buffering delay estimation via traceroutes

CBG huilds its distance constraints on a per-landmark basisontrast, based on
a per-destination, GeoBuD transforms delay measuremantdistance constraints. In
practice, paths for different destinations may suffer frdifferent distortions. To take
that into account, we first replace the linear model of CBG égainposing it in a per-
hop basis. So in the GeoBuD approach, for each landmhadnd each target host
we model the delay; as
Yir = MiTiz + bir, (3)

wherem; represents the propagation speed of data along the pathutednpnly be-
tween the landmarks;;, represents the geographic distance constraint betwedn lan
mark L; and destination, andb, represents the total buffering delay along the path
from L; to a target host. In our measurements, the valuerf actually represents 2
times the propagation speed of light in fiberyascaptures both the signal propagation
aspect and the fact that the delay on which we are relying iETaHence contains both
the forward and the return path. To estimate the total binffedelayb;,, we estimate
the buffering delay at each hop along the path frbjrto targetr based on traceroute
between these nodes. The output of the traceroute measusshopefully provides the
different intermediate nodes that compose the path, asasdhe delay between each
pair of consecutive intermediate router.

For example, suppose that we perform a traceroute from larkiim towards some
target host. The traceroute is composedofntermediate hops, the last hop being the
one that arrives at the target node. For each hop the traceroute that answers with
an ICMP messageIME exceeded, we have an RTT measurement. If by any reason an
intermediate router along the traceroute path does notemsith the ICMP message
TIME exceeded, we disconsider this hop as we lack a delay measurementifopain-
ticular node. To estimatg;, in Equation (3), we actually estimate its componénts



along the traceroute path using
ARTTk+1 = RTTy1 — RTTy, = m; X dist(k, k+ 1) + br+1, (4)

wherek represents the'” intermediate router on the traceroute path for which we were
able to have a delay measurement and geographical loca@tietermR1TT), denotes
the minimum RTT value out of the 3 RTTs measurements obtdirea given hop k
anddist(k,k+1)represents the geographic distance between nodesl i + 1. Note
thatm; is the same as the one in Equation (1). The sum ofith&k, k + 1) for each

k from 0 to n — 1 gives the estimation of the geographic path length followedhe
traceroute. Thus, we estimate the buffering délagt each hogk in a straightforward
way from Equation (4) as

by = ARTT, — m; x dist(k — 1,k). (5)

It is clear from Equation (5) that we need to estimate the gaguitic distance be-
tween each pair of consecutive intermediate routers aloadgraceroute path in order
to be able to estimatg,. This implies knowing the geographic location of these eosit
It is unlikely to have ara priori knowledge of the geographic location of all possible
intermediate routers along a traceroute path. This woutlgedly amount to being able
to geolocate any Internet nodes. the actual intent of the geolocation service under
investigation. Therefore, the estimation of bufferingegedlong the path demands suc-
cessive use of the geolocation service on each node idemdifimg the traceroute path
until reaching the target host.

5 GeoBuD evaluation

In order to estimate the buffering delayand thedist(k, k+ 1) at each hop along
a path between each landmark and each targethest have considered two datasets:
First, we considered nodes located in the U.S. We have usBthg@tLab nodes [24] as
landmarks and 87 AMP nodes [25] as targets. The dataset vegdewris composed by
traceroute measurements performed on Octob@r20d05 from our landmarks towards
targets hosts. For the second dataset we performed on Nevexith 2005 traceroutes
from 27 PlanetLab nodes located in Western Europe toward®BE nodes [26], also
located in Western Europe. In CBG methodology, landmarkfopa ping measure-
ments towards a given target host to locate it. Traceroutsarements from the same
landmarks towards the same targets were performed sineoltasty with ping mea-
surements, in order to have similar network conditions fothtCBG and traceroute
measurements.

In our traceroute experiments, for the U.S. dataset, we baga able to geolocate
1153 distinct intermediate routers excluding the AMP hasts of a total of 1408 tra-
versed routers, thus leading to geolocating 82% of therimeliate routers. In the W.E
dataset we have located 1235 routers among the 1328 robwrs/é have encoun-
tered. So 93% of W.E. routers are located. It should be nbiztchhost of undiscovered

1 Each step of a traceroute consists in sending 3 consecub\epackets towards the destina-
tion using an increasing TTL value. In our measurements yeorenative traceroutes [23].



routers are typically located in the vicinity of the sourcélee destination, so the result-
ing error in the traceroute path lentgh estimation is dueetstall. For each of these
located routers, we relied on the CBG-based GeoLIM prodtto find out their geo-
graphic location. We cross-checked the results obtainddtive GeoLIM project with
rockettraceprovided by the scriptroute tool suite [28]. In additionp® hops along
the traceroutes underwent congestion by the time the me@asunts are carried. These
traffic conditions, however, may not last for the whole tinfi¢he traceroute measure-
ments. In such a case, only a few intermediate hops alongdhberbute path exhibit
a very large RTT value. If any of the intermediate hops alorigaeeroute exhibits a
RTT value larger than any RTT of its succeeding hops alongrdeeroute path, we
disconsider this particular hop. If we were to take such {@fleRTTs into account we
would overestimate the buffering delay for that hop.

After performing the geolocation of the intermediate rositeve compute the set of
by, values along each of different traceroute paths for thetiémtimtermediate nodes us-
ing Equation (4). In some cases, the estimafedre negative, in which case they were
not considered. We had 21% of negatiyés corresponding td043 amongl9172 b;’s
that we have computed for AMP hosts. For RIPE hosts the pexgerof negativé,.'s
is 14% for 11908 b,'s found. Most cases where tlbg were negative correspond to
situations whereART'T}.1; is very small or negative. This is due to variations in the
network conditions along the path of the traceroute durregexperiments. Hence, to
consider a particuldr, we require thal RT Ty 11 > 0.

For each landmark; and targetr, we have then a correspondibg = Zz;ll b,
wheren denotes the number of intermediate hops along the tracepath from land-
mark L; and targetr. To transform delay measurements into distance consiyairg
can use the following equation derived from Equation (3):

£ = Yir — bir (6)
m;

GeoBuD uses the distance constraints given by Equationo(@cialize a given
target host. The distance constraints obtained by GeoBel®grected to be tighter
than those provided by the CBG method. Using these new tigtgiance constraints, in
spite of the number of negativg’s, the confidence region shrinks, thus increasing both
the accuracy of the location estimation and the system’fisamce on these location
estimation as shown in Section 5.1.

5.1 Shrinking the confidence region

Figure 3 compares the cumulative probability distribusiofthe confidence region
of GeoBuD and the CBG approach. On thexis, we have the surface area of the
confidence region for different target hosts. On gkaxis, we show the probability that
the location estimation for the target hosts have a confelezgion smaller than.

One can observe on Figure 3 the improvement due to buffeatayastimation for
areas smaller thatD” km?. With CBG, 72% of the target hosts located in the U.S. have
a confidence region smaller th&ad® km?. For GeoBuD and the same confidence region
surface, we have about 86% of the target hosts. With CBG, 43Bedarget hosts have



a confidence region smaller thad® km?, whereas for GeoBuD 63% of the target hosts
are within such a confidence region. For hosts located in MGEoBuD localizes 10%
of the target hosts with a confidence region inferior@ km?. For reference, a surface
area ofl0° km? is slightly larger than Portugal or the U.S. state of Indiana
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Fig. 3. Confidence regions provided by GeoBuD and CBGiin®.

5.2 Location estimation error

We might expect that reducing the surface area of the cordelesgion by estimat-
ing the buffering delay would also reduce the error obseméddcation estimation. In
Figure 4, we show the cumulative probability of the errorefed in the obtained lo-
cation estimation. The estimation error for a given target lis the difference between
its actual geographic location and its location estimate performance gap between
GeoBuD and CBG is larger in the U.S. dataset. For the U.Ssdgt80% of the target
hosts, the estimation error is smaller using GeoBuD contpar€BG. The median of
the location estimation error is of 144 km for GeoBuD, whife2@8 km for CBG. In
the W.E. dataset, it is 100 km and 137 km for GeoBuD and CBGeesgely.

5.3 Upper bounds on distance constraints

The fundamental idea of CBG relies on the controlled distan@restimation pro-
vided by the distance constraints. The goal is to overestinmaa controlled way so
that distance constraints provide the smallest possibiemehat still encloses the tar-
get host. In practice, however, it is important to verifytthstance constraints inferred
between each landmark and the target hosts effectivelyigga@an upper bound on the
actual geographic distance between them. To evaluate eth€BG provides upper
bounds on the actual distance, Figure 5 provides the cuiveildistribution of the dis-
tances for each landmark-target pair.

Figure 5 compares the cumulative distribution of the editalistances for each
landmark-target pair using CBG, the estimation of the tragte path length, and GeoBuD.
The traceroute path length was computed by adding the geloigrdistances between
the intermediate nodes along the traceroute which we wdeetalgeolocate. For es-
timated distances larger than 1000 km, Figure 5 shows th& @Beed provides an
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Fig. 5. Comparison of distance constraints and path length.

upper bound on the actual geographic distance, as eventiimat=l geographic length
of the traceroute path is smaller. For distances smaller 1080 km, CBG sometimes
is close or below the estimated length of the traceroute, @aththe estimated tracer-
oute path length is also an upper bound on the actual geagrdigtance. Concerning
GeoBuD, we observe in Figure 5 that it is a stricter upper boamthe distance than
CBG or the estimated traceroute path length.

To understand why GeoBuD outperforms the original CBG, wedrte recall how
CBG transforms the delay into a distance constraint. Fovengiandmark, CBG over-
estimates the actual geographic distance by calibratingjahsformation of the delay
into a distance constraint by defining the valuebhdee Equation (1)) based on the
targets having the lowest delay measurement. This apptwscthe advantage of pro-
viding a conservative upper bound on the distance, as shimwédure 5. However, its
drawback compared to GeoBuD is of obtaining larger confideagions.

In Figure 6 we plot the cumulative probability of the distamatio over all landmark-
target pairsi.e.the ratio of the estimated distance (with CBG and GeoBu)eattual
geographic distance. The purpose of Figure 6 is to study tamh approach overesti-
mates the actual distance. For instance, if we were to knatethestimated distances
have a distance ratio larger than some value, then we coddliterate the estimated



distance by dividing all distance estimates by this fadtmfortunately, we can see on
Figure 6 that there is a small fraction of the estimated dista that do not overestimate
the actual distance (ratio = 1). In fact, 3% of the landmarigeét pairs do not overesti-
mate the actual distance for CBG, and 13% for GeoBuD (seaé&&fa)). In Figure 6(b)
we have 5% and 7% for CBG and GeoBuD respectively. If we wepetéorm this re-
calibration for the hosts having a distance ratio of 1, thdiseance constraints would
underestimate the actual distance, potentially leadingnt@mpty confidence region.
From Figure 6, we can also see that for a distance ratio sntb@ 4, GeoBuD pro-
vides a tighter overestimation of the distance than CBGs ihanother illustration of
the improvement of GeoBuD compared to the CBG approach.
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6 Conclusion

In this paper we have shown that estimating the bufferingydeht intermediate
hops along the traceroute between a landmark and a targetiaisles to improve the
accuracy of the geolocation of Internet hosts. Based ortoate measurements, we
estimated the buffering delays at intermediate hops. Bybioimg these buffering de-
lay estimation with a multilateration technique (CBG [6J)¢ were able to shrink the
confidence region where the target host is located. Resdts that, with GeoBuD we
obtain more accurate location estimation as well. As funtyark, we see the implemen-
tation of our approach as an on-line tool like GeoLIM [27]. ¥lso aim at converging
towards a confidence region as small as possible to provitierbecation estimation.
We might also refine our estimation of the buffering delay bysidering the potential
existence of a bottleneck link on the path.
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