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Abstract. We assess the performance of a partially shared bottleneck
buffer for scalable video. The arrival process of the video packets is mod-
elled by means of a two-class discrete batch Markovian arrival process.
Using a matrix-analytic approach, we retrieve various performance mea-
sures. We illustrate our approach by means of a numerical example.

1 Introduction

Scalable video coding is able to cope with bandwidth fluctuations in packet net-
works [1]. A video stream is encoded in a base layer and one or more enhancement
layer streams. Only the base layer is needed to decode and playback the video,
although at a poor quality. Combined with the enhancement layers, the video
can be played back at full quality. Intermediate network nodes should therefore
drop packets of the enhancement layer to ensure delivery of base layer packets. In
this way, the video quality can be reduced gracefully during congestion periods.

To ensure delivery of base layer packets when the network is congested, net-
work nodes are required to support some sort of Quality of Service differentiation.
Partial Buffer Sharing (PBS) implements service differentiation by means of a
threshold based packet acceptance policy. As long as the number of the packets
in the buffer does not exceed a fixed threshold, both base (class 1) and enhance-
ment layer (class 2) packets are accommodated by the buffer. Once the number
of packets in the buffer exceeds the threshold, only base layer packets are ac-
cepted. A PBS acceptance policy offers space priority at the cost of some overall
throughput loss. However, it is easily implementable in practice as opposed to
e.g. a push-out buffer [2].

2 Performance analysis

The bottleneck buffer under consideration operates synchronously, i.e., time is
slotted. There are two traffic classes (class 1 and 2) and packets of these classes
arrive in accordance with a two class discrete-time batch Markovian arrival pro-
cess (2-DBMAP). Such a process is completely characterised by a doubly indexed
sequence of substochastic matrices A, ,,. The matrix A, ,, governs the transi-
tions of the Markovian environment of the 2-DBMAP when there are n class 1



and m class 2 arrivals. The transmission time of packets is fixed and equal to
the slot length. Up to N packets can be transmitted at a slot boundary and the
buffer can accommodate up to M packets, including the packets being transmit-
ted. However, a class 2 packet is only admitted when there are no more than a
threshold T' < M packets present upon arrival of this packet in accordance with
the PBS acceptance policy as described in the introduction. Since there may be
arrivals of both classes as well as departures at a slot boundary, one needs to
specify the order in which these take place. We here assume the following order:
(1) departures; (2) arrivals of class 1; (3) arrivals of class 2.

We consider the queue content at random slot boundaries and let m; denote
the vector whose nth element equals the probability that the 2-DBMAP is in
state n at a random slot boundary while there are ¢ packets in the queue at
that boundary. By means of matrix analytic techniques, one can show that the
vectors m; satisfy the following set of equations,
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fori=1,2,...,M — N. Here e is a column vector of ones and the matrices C,, ,,
and D, ,, are defined as follows,
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with ©(g, h;n,m) = 1(min(g, M —n) +min(h, (T —n—g)T) = m) and with 1(-)
the standard indicator function. One easily shows that this set is of M/G/1/N
type and therefore (1) can be solved efficiently by the reduction algorithm [3].

Given the vectors m;, we may obtain various performance measures. E.g., the
accommodated class 1 and class 2 arrival load are given by,

ﬁlzzﬂ'anAklel min(k, M —n) =m), (3)
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respectively. The class i packet loss ratio (plr) is then given by plr, = 1 — 5;/p;.
Here p; denotes the class i arrival load,

pPL=T Z nApme, p2=T Z mAy, me, (5)
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with 7 the normalised Perron-Frobenius eigenvector of the matrix ), ; A ;.

The analysis of the probability mass function of the packet dela}; is more
involved. Consider a random slot boundary and let ¢(l,n,m) denote the proba-
bility that there are [ packets in the buffer and that there are n class 1 and m
class 2 packet arrivals that the buffer can accommodate. We have,

c(l,n,m) = ZmAg,he 1(min(g, M —1) = n Amin(h, (T —1—g)*) =m). (6)
g,h



Given these probabilities, we find that the fraction of slots v;(k) where there
is a class ¢ arrival that finds k£ packets in the buffer upon arrival equals,

(k) = Zc(l,n,m), (7)

Z e(m,l—m,n), (8)

fork=0,1,...,M—1andfor k=0,1,...,T—1 respectively. As there is at most
one such packet arrival at a slot boundary, the probability u;(k) that a random
class i packet finds k packets upon arrival in the buffer equals v;(k)/p;. Finally,
let packet delay be defined as the number of slots between a packet’s arrival and
departure slot boundary. Since up to N packets leave the buffer system at a slot
boundary, the probability d;(n) that the delay of a class ¢ packet equals n slots
is given by,
nN-—1
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forn=1,2,...,[M/N] and for n = 1,2,...,[T/N] for the class 1 and class 2
delay respectively.

3 Numerical Example

To illustrate our approach, consider the case where 8 video sources are routed
through a bottleneck buffer (M = 100, N = 4). Playout buffers are used at the
destination nodes to cope with delay fluctuations in the network. Each video
source is modelled as an on/off source generating one packet at each slot bound-
ary in the on state and no packets in the off state. A fraction 6 of the packets
belong to class 1. The on/off processes are completely characterised by the pair
(0, K). Here o denotes the fraction of time that the source is on and K is mea-
sure for the absolute lengths of the on- and off-periods [4]. In the remainder we
set 0 = 0.4, corresponding to an 80% load of the bottleneck buffer.

In Fig. 1(a), plr; and plr, are depicted vs. T for various values of K and for
f = 0.5. For each K, the upper and lower curves depict plr; and plr, respectively.
For K = 10, the middle curve depicts the plr of a random packet. Increasing T’
yields an exponential decrease of plr, at the cost of an exponential increase of
plr;. Also, the plr of a random packet increases for decreasing values of T'. l.e.,
PBS offers service differentiation at the cost of additional packet loss. Further,
performance of the buffer system deteriorates when the arrival process is more
bursty (larger K). Fig. 1(b) depicts the experienced packet loss ratio of the class
1 (eplr;) and 2 (eplry) video flows versus the playout delay ¢ for various values
of 8. The eplr; includes packet loss in both bottleneck and playout buffer (due to
underflow). Le., a packet is not lost if it is not dropped by the bottleneck buffer
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Fig. 1. Class 1 and 2 packet loss ratio vs. threshold T' (a) and experienced packet loss
ratio of class 1 and 2 vs. playout delay.

and if its delay in this buffer does not exceed §. The parameters T and K are set
to 80 and 100 respectively. For small §, loss is mostly caused by buffer underflow
in the playout buffer. Once ¢ reaches [T/N7], class 2 underflow is no longer
possible in the playout buffer since the delay in the bottleneck buffer is bounded
by [T/N]. We have, eplr, = plr,. Also eplr; drops fast. This is explained by the
fast decay of the class 1 delay probability mass function.
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