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Abstract. Two main steps on the way to more realistic simulations of
mobile ad-hoc networks are the introduction of realistic mobility and
sophisticated radio wave propagation models. Both have strong impact
on the performance of mobile ad-hoc networks, e.g. the performance of
routing protocols changes with these models.

In this paper we introduce a framework which combines realistic mobility
and radio wave propagation models. Our approach consists of a zone-
based mobility generator and a high accuracy radio wave propagation
model.

For the mobility generation a wide variety of well understood random
mobility models is combined with a graph based zone model, where each
zone has its own mobility model. To achieve a realistic radio wave propa-
gation model a ray tracing approach is used. The integration of these two
techniques allows to create simulation setups that closely model reality.

1 Introduction

A mobile ad-hoc network is created by a collection of nodes which communi-
cate using radio interfaces and do not rely on any pre-installed infrastructure.
Furthermore, it is supposed that ad-hoc networks are inherently adaptive and
auto-configured. Therefore, ad-hoc networks offer immense flexibility.

In recent years the interest in the deployment of ad-hoc networks for real
world scenarios grew. Still the number of real world ad-hoc networks is quite
low and most of the testbeds [1] consist only of a small number of nodes. The
development and testing of new algorithms and methods nowadays relies heavily
on network simulations. Simulating wireless networks, and especially mobile ad-
hoc networks, is not a trivial task and consequently there have been discussions
about the validity of presented simulation results [2,3]. This work does not deal
with the methodological background used to analyze the output of the simu-
lation, instead it deals with the simulator’s accuracy. A key factor of accurate
simulation results are accurate simulation models. To the belief of the authors
the main weak points are 1) the unrealistic assumptions concerning the radio
wave propagation [2], 2) the currently used simplistic mobility models [4,5] and
3) the assumed workload of the network. This work proposes a solution to the
first two mentioned problems.



Our contribution in this work is an integrated framework which allows the
definition and control of the movement and the radio wave propagation model in
higher detail than previous approaches. We propose a generation process which
based on partitioning the simulation area into zones with different independent
mobility models together with a high accuracy radio wave propagation model.

The need for such a generation framework might be illustrated by a quick
literature overview: Taking the publications of the MobiHoc conferences of the
last two years as an example, it is obvious that there is a need for better tool
support for simulation designers. Out of 52 papers 35 presented simulation results
(around 67%). Six papers did not give any information about the used mobility
model, 10 used random waypoint to model mobility and 14 considered static
scenarios. Only two papers showed results obtained from considering more than
one mobility model. Only two papers mention the used radio wave propagation
model, ten papers gave no indication about the used model and 22 used a fixed
radius. Assuming that all papers which did not specify their propagation model
used a fixed range it can be concluded that all papers used circular, bidirectional
links. None of the presented papers used a small scale (fading) model.

The structure of the paper is as follows: In section 2 mobility and radio wave
propagation models are presented. In section 3 our approach is discussed in detail
and in section 4 some simulation results obtained with ns-2 are discussed.

2 Related Work

2.1 Random Mobility Models

There are many random mobility models proposed in literature. Detailed de-
scriptions of these models are given in [6,7,8,9,10]. The most simple random
mobility model is called Random Walk. In this model, a node selects randomly
a direction and speed from predefined ranges [ϕmin : ϕmax] and [vmin : vmax],
respectively. Each movement is bounded either by travel time or distance.

The Random Waypoint mobility model is an extension of Random Walk and
integrates a pause time between two consecutive moves. A disadvantage of this
model is the concentration of nodes in the center of the simulation area [11].
Besides these entity mobility models, there are group mobility models which
specify how a set of nodes move in respect to each other [6]. In the Nomadic
Community Mobility Model, all mobile nodes move to the same location in
the same order but by using different entity mobility models. The Reference
Point Group Mobility model specifies the movement of the group as well as the
movements of the nodes within the group.

There are also models which match the characteristics of car movements. In
the Freeway model, there is at least one lane in each direction of a street. The
nodes move on the lanes. The speed of a node depends on other nodes on the
same lane. In the Manhattan model the lanes are organized around blocks of
buildings. A node can change its direction only at intersections.

All mobility models discussed so far share the assumption that there are no
obstacles. In [12] a refinement of random mobility models by integrating obstacles



is proposed. The obstacles represent buildings. Upon the definition of buildings,
paths between them are calculated. The mobile nodes are randomly distributed
on the paths and the destinations of the nodes are selected randomly among
the buildings. The nodes move on the defined paths from building to building.
Additionally, the communication characteristic is also affected by the obstacles.
A mobile node inside a building cannot communicate with a mobile node outside
the building.

2.2 Models from Cellular Network Research

In cellular networks the geographical area is divided into cells. There is a base
station in each cell which provides communication service for the nodes. The
mobility models in this area describe the mobility of the nodes regarding the
cell topology, i.e., when a node moves from a particular cell to another cell.
In [13] a hierarchy of such models with regard to metropolitan, national, and
international mobility is presented. Their results cannot directly be applied to
MANET simulations, since here movements have to be described with higher
granularity.

2.3 Mobility Models from Real User Traces

The best input for simulations would be derived from real traces. However, it is
very difficult for the research community to obtain those data. Therefore, there
are few studies reported which are based on real data [14]. In [15] the authors
describe how real user traces can be used to build simulation models. It is based
on the trace collection at Darthmouth College. Their interesting research can be
used as input for our mobility generator. But using it to evaluate our models
is not meaningful, since we could set up our model to deliver similar results by
simply creating a similar geometry and using their parameters as input.

2.4 Radio Wave Propagation

Radio channels are more complicated to model than wired channels. Their char-
acteristics may change rapidly and randomly and they are dependent on their
surrounding (buildings, terrain etc.). Nevertheless, most wireless network sim-
ulators use very simplified propagation models. In general, propagation models
can be characterized into two groups: large-scale and small-scale propagation
models. Large-scale models characterize how the transmission power between
two nodes changes over long distances and over a long time. Small-scale mod-
els account for the fact that small movements (in the order of the wavelength)
may have large influence on the transmission quality. Also, due to multipath
propagation, the signal varies heavily even if the nodes do not move.

Common used propagation models are the Free Space model, the Two-Ray
Ground model and the Shadowing model [16]. In addition, Ricean and Rayleigh
fading are often used as small-scale models [17]. None of these models is able



to correctly model complex scenarios with obstacles. One way to overcome this
limitation is the use of ray tracing technologies. In [18] an approach using this
technique is described. It allows the definition of obstacles in a graphical editor
and this scenario description is used in the simulation to feed a ray tracing
algorithm. The algorithm is started once for every new position the node takes
up. The authors state that this approach slows down the simulation by a factor
of up to 100. Also, no movement information is generated by this tool.

Other approaches [19,20] either do not scale well or their accuracy is highly
dependent on the selected grid resolution of the calculated scenario. Additionally,
these models have been developed for fixed wireless networks.

3 Generation Framework

The proposed framework named CosMos addresses the generation of i) realistic
mobility patterns, and ii) accurate radio wave propagation information for the
specific scenario. The whole process needs three steps. First the designer has
to create a scenario for the desired simulation setup. In the next two steps the
energy density maps for the radio wave propagation model are precomputed and
the movement files are generated.

3.1 Scenario Creation

The scenario consists of movement zones (MZ) and obstacle zones (OZ). Both
can basically be described as polygons and they divide the simulation area into
smaller parts. The designer assigns a mobility model to each MZ. All models
have their own set of parameter (e.g. maximum speed) and are independent of
each other. When MZs overlap nodes can change from one zone to the other.
The probability to leave the current zone can also be set by the designer.

The obstacles have three parameters: their height, their reflection, and trans-
mission coefficients. The position of the zones can be set up by the designer as
wished, e.g to model an indoor scenario. The values for the mobility models must
be decided individually according to the intended scenario. Here, only very lim-
ited experience has been gathered by researchers. The approach presented in [15]
can be integrated in our framework. For the radio wave propagation model there
have been measurements which can be used, e.g. [16]. Another approach is to
perform own measurements and use these as input for the ray tracer.

3.2 Mobility Generator

The movement zones create a weighted and directed graph: the zones are the
vertices (V), there is an edge between two vertices if the corresponding move-
ment zones overlap. The set of edges (E) has weights attached to them. The
function w : E −→ (0 . . . 1) defines weights for all edges of the graph G(V, E). The
weight wi,j of a directed edge ei,j ∈ E from zone i to zone j corresponds to the
probability for nodes to leave zone i to zone j.



Initially all nodes are distributed randomly in the movement zones. During
the generation process nodes move inside the zones according to the mobility
model of their current zone. If a node decides to leave to a neighbouring zone
(depending on the exit probability) it moves towards the overlapping region of
the two zones. When it arrives there, the mobility model of the new zones takes
over and the node starts to move according to the new mobility model.

Our approach allows the calculation of the spatial distribution of nodes on the
simulation area as well as the distribution of nodes on the movement zones. Since
initially all nodes are distributed randomly in all movement zones, there will be a
point in time in which zones with a high exit probability will ‘loose’ some nodes to
the zones with a lower exit probability. After a while, the distribution of nodes
should become stable. Figure 1 shows a small example with three movement
zones: two large rectangles on each side and a narrow street connecting them.
Zone A has a higher exit probability than Zone B. The street is only used to
travel from zone A to B and vice versa.
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(a) Spatial distribution of the nodes.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

P
e
rc

e
n
ta

g
e
 o

f 
N

o
d
e
s
 [
%

]

Simulation Time [s]

Zone A
Zone B
Street

(b) Distribution of the nodes on the
zones.

Fig. 1. Visualizing the steady state

Figure 1(a) shows the (long-term) spatial probabilities of the simple scenario.
It shows the probability of a node being at a specific place over a simulation run
of 10000 seconds. Figure 1(b) shows that initially all zones contain approximately
one third of all nodes. During the simulation run the distribution slowly changes:
all nodes in the street zone leave this zone to one of the neighbouring zones. The
distribution stabilizes when most of the nodes are inside the zone with the lower
exit probability. Nevertheless, still nodes travel from one zone to the other, but
the long term average remains relatively constant from second 2000 onwards. If
this ‘steady-state’ behaviour is important for the considered simulation scenario
then the first seconds will have to be cut off.

The proposed framework per default creates several independent variants
of the movements according to the given models. This helps the researcher to
conduct simulations with independent replications.



3.3 Radio Wave Propagation Model

The radio wave propagation model used in this work is based on a ray tracing
approach. The obstacles defined in CosMos are used as input for the ray tracer.
Triggering a ray tracing run for every position of the current sender is unfeasible
in mobile ad-hoc networks. Instead, our approach uses a set of predefined starting
points for the ray tracing approach. The ray tracer is then started once for
each of this points creating an energy distribution map for each one. During
the simulation the energy distribution between the sender and the receivers
is calculated using weighted interpolation, as detailed below. The ray tracer
accounts for the following propagation phenomenas: reflection, diffraction, and
scattering.

To use the generated energy distribution maps during the simulation, we
modified the ns-2 network simulator [21]. We added a propagation model which
reads in a given set of maps and the corresponding starting points. During the
simulation, whenever a node nt wants to transmit a packet, a k-nearest neigh-
bor search is started1. This search finds the k nearest starting points and their
corresponding energy distribution maps to the sender’s position. For each node
inside the maximum interference range of an unobstructed radio wave the trans-
mission power is calculated. The formula used for the weighted interpolation is
given below:

st−r =

∑k−1
i=0

si

‖posi−post‖p∑k−1
i=0

1
‖posi−post‖p

,

where st−r is the signal strength between the transmitter node nt and the
receiver node nr. The position of the transmitter is given as post, posi denotes
the position of the starting point of the i-th closest map. Note that si is the
predicted signal strength of map i at the position of the receiver posr. The
exponent p controls how much influence is given to further away maps2.

The benefits of our approach are that it is not necessary to rerun the ray trac-
ing algorithm during simulation time, it is not necessary to divide the simulation
area into evenly sized squares, and the accuracy can be increased in areas with
a lot of obstacles, simply by adding more starting points. A real-time evaluation
tool has been developed to show the result of the interpolation. Our approach
increases the simulation speed and allows the designer to choose between high
accuracy and reduced memory needs [22].

4 Results

In this Section we discuss some simulation results created with ns-2. The sim-
ulation scenario was created with CosMos. The presented Scenario models the
office building in which the authors’ chair is in. The intention of the studies was
1 Our experiments showed k equal to 3 gave good results.
2 In our experiments p was set to 3.



to show the impact of the mobility and radio wave propagation models on the
performance of MANET routing protocols.

Fig. 2. Indoor scenario

Figure 2 shows the scenario outline. Only the ground floor is modeled here.
All nodes are equipped with IEEE 802.11 radio interfaces with a transmission
rate of 11 Mbit/s and a transmission power of 0.1 mW. The receiving threshold
was set to -88 dBm, a value taken from the specification of the Cisco Aironet
1240AG Series access point. The AODV implementation of the university of Upp-
sala [23] and the current version of DSR [11] in ns2 were used. Thirty connections
between randomly selected nodes were started, each one offering 32 kBytes of
load. Movements inside of offices are seldom and relatively slow (max. speed was
set to 1m/s). Movements inside of the hallways on the other hand are faster and
follow the freeway model (max. speed was set to 2 m/s). Since we had detailed
plans of our building, we were able to model it with high detail. To check the ac-
curacy of the radio wave propagation model, we conducted some measurements
with real-life systems and compared the results to the calculated values. The
mean error between the predicted values and the calculated is 3.5 dB which is
as good as the results for approches mentioned in section 2.

We conducted simulations using the AODV and the DSR routing protocols
in which the following combinations were considered: CosMos mobility model
together with Two-Ray Ground propagation model and CosMos mobility model
with ray tracing propagation model. Figure 3 shows a comparison of the through-
put achieved using AODV and DSR in the presented scenario. It is clear to see
that the measured values without the ray tracer propagation model can be con-
sidered as equal. But using the ray traced propagation model, the DSR protocol



suffers more heavily from performance loss. AODV seems to be able to cope bet-
ter with the situation. The decreasing performance for larger number of nodes
can be explained by the higher number of hops between sender and destination.
The routes are getting longer because the node density is higher and farther
away nodes can also be reached. The reason for the worse performance of DSR
compared to AODV seems to be a larger number of discovered paths which were
actually already invalid (stale paths) when they should be used for the first time.

Figure 4 compares the average end-to-end delay for packets between source
and destination. As expected, the values using TwoRay Ground can again be
considered as equal. Using the ray tracer the delay of course grows due to longer
routes, higher number of transmission errors, and thus higher routing overhead.
Again, we see a strong influence on DSR. As a rule of thumb, one can say
that if more than 90% of all packets have a delay of less than 150ms, VoIP
is possible with reasonable quality. If scenarios with more than 60 nodes are
considered, DSR is not able to fullfil this criterion. This is yet another example
why accurate simulation models are absolutely neccesarry. If one would have
based the decission on the simple simulation setup both algorithms would have
been judged as equal but in reality only AODV is actually able to fullfil the
delay bound.
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Fig. 3. Throughput comparison between AODV and DSR.

Another result of our simulation study is that the mobility model is more
important for larger scenarios. The smaller the simulation area compared to
the transmission range of the nodes, the smaller the influence of the mobility
model. We also measured the run-time of the simulations with and without
our propagation model. Table 1 shows the times for the indoor simulation. The
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Fig. 4. Delay comparison between AODV and DSR.

increase in run-time is relatively small since during the simulation runtime only
lookups in the kd-tree have to be done. The preprocessing time, namely the time
needed to create the energy distribution maps, is dependent on the complexity of
the scenario. For the presented indoor scenario 112 starting points were used and
the ray tracer needs around 12 seconds for each point (shooting 50000 photons).

Table 1. Runtime of the ns-2 simulator.

# Runtime (s) Runtime (s) Factor
Nodes TwoRayGround CosMos

10 13.6 16.5 1.2

20 34.3 61.9 1.8

30 59.3 91.1 1.5

40 69.1 119.2 1.7

50 90.2 147.5 1.6

5 Conclusions

In this paper we have introduced a mobility and radio wave propagation scenario
generator for MANET. The goal was to aid researchers in the design of realis-
tic simulation scenarios. The framework is very general and can be deployed to
design scenarios with special requirements. Our approach combines a wide vari-
ety of well understood random mobility models with a graph based zone model
and a sophisticated ray traced radio wave propagation model. Each zone can



have a different mobility model. The framework allows to generate the mobility
definition and the ray tracer results from one common scenario. So the combina-
tion of realistic movement models and accurate radio wave propagation models
becomes an easy task for the researcher. Furthermore, our approach allows the
calculation of the spatial distribution of nodes on the simulation area as well
as the distribution of the nodes on the defined zones. This allows us to figure
out the time when the stationary state is reached. Since, trustworthy MANET
simulations should begin when the stationary state is reached.
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