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Abstract. Fair resource allocation is usually studied in a static context,
in which a fixed amount of resources is to be shared. In dynamic resource
allocation one usually tries to assign resources instantaneously so that
the average share of each user is split fairly. The exact definition of the
average share may depend on the application, as different applications
may require averaging over different time periods or time scales. Our
main contribution is to introduce new refined definitions of fairness that
take into account the time over which one averages the performance
measures. We examine how the constraints on the averaging durations
impact the amount of resources that each user gets.
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1 Introduction

Let us consider some set S of resource that we wish to distribute among I users
by assigning user ¢ a subset S; of it. We shall be interested in allocating subsets of
the resource fairly among the users. The set S may actually correspond to one or
to several resources. We shall consider standard fairness criteria for sharing the
resources among users. We shall see, however, that the definition of a resource
will have a major impact on the fair assignment.

We associate with each user ¢ a measurable function x; that maps each point
in S to some real number. Then, we associate with each ¢ a utility u; which maps
all measurable subsets S; to the set of real numbers. We shall say that S is a
resource if u;(S;) can be written for each S; C S as

w(s) =1 ( [ weas)

k3

As an example, consider I mobiles that wish to connect to a base station between
9h00 and 9h10 using a common channel. The time interval is divided into discrete
time slots whose number is N. Assume that the utility for each mobile s of
receiving a subsets N; of slots depend only on the number of slots N; it receives.
Then the set of IV slots is considered to be a resource.
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Next assume that if mobile ¢ receives the channel at time slot ¢ then it can
transmit at a throughput of X;. Assume that the utility of user i is a function
of the total throughput it has during this fraction of an hour. Then again the IV
slots are considered as a resource.

We adopt the idea that fair allocation should not be defined in terms of the
object that is split but in terms of the utility that corresponds to the assignments.
This is in line with the axiomatic approach for defining the Nash bargaining
solution for example. With this in mind, we may discover that the set of N slots
cannot always be considered as a resource to be assigned fairly. Indeed, a real
time application may consider the N slots as a set of n resources, each containing
B = N/n consecutive slots. A resource may correspond to the number of time
slots during a period of 100 msec. The utility of the application is defined as
a function of the instantaneous rate, i.e. the number of slots it receives during
each period of 100 msec. (With a playout buffer that can store 100 msec of voice
packets, the utility of the mobile depends only on how many slots are assigned
to it during 100 msec and not which slots are actually assigned to it.)

Related work: Our work is based on the a-fairness notion introduced in [1].
This, as well as other fairness notions can be defined through a set of axioms, see
[2]. This paper is inspired by several papers which already observed or derived
fairness at different time-scales [3-8]. However, we would like to mention that
the T-scale fairness (a unifying generalization of long- and short- term fairness)
and multiscale fairness are new concepts introduced in the present work.

Structure of the paper: In Section 2, we introduce a resource sharing
model which is particularly suitable for wireless applications. We also define
several fairness criteria. In Sections 3, we apply these new concepts to study
spectrum allocation in fading channels. Section 4 concludes the paper and pro-
vides avenues for future research.

2 Resource Sharing model and fairness definitions

Consider n mobiles located at points x1, xs, ..., Ty, respectively. We assume that
the utility U; of mobile ¢ depends on its location z; and on the amount of
resources s; it gets.

Let S be the set of assignments; an assignment s € S is a function from the
vector x to a point in the n-dimensional simplex. Its ith component, s;(x) is the
fraction of resource assigned to mobile 3.

Definition 1. An assignment s is a-fair if it is a solution of
Z(x,8,a) = maxz Zi(x;, 8i, @) such that,
s .
7
> si=1,8>0Vi=1..n (1)
Ui(zi, )
M fora#1 and
1—-«
Zi(x4, 85, ) = log (Ui (x4, 8;)) fora=1

where, Z;(x;, 8;,a) =
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We shall assume throughout that U; is non-negative, strictly increasing and
is concave in s;. Then for any a > 0, Z;(x;, s;, ) is strictly concave in s;. We
conclude that Z(x;, s;,«) is strictly concave in s for any a > 0 and therefore
there is a unique solution s*(a) to (2).

Definition 2. [1] We call Z;(s;,-, ) the fairness utility of mobile i under s;,
and we call Z(s,-,a) the instantaneous degree of a-fairness under s.

In applications, the state X will be random, so that the instantaneous amount
of resource assigned by an a-fair allocation will also be a random variable.
Thus, in addition to instantaneous fairness we shall be interested in the expected
amount assigned by being fair at each instant.

Definition 3. We call E[Z(s, X, )] the expected instantaneous degree of -
fairness under s.

In Section 2.1 we introduce the expected long-term fairness in which the
expected amount of resource is assigned fairly.

Definition 4. We say that a utility is linear in the resource if it has the form:
Ui(wi, 8:) = siqi ().

For example, consider transmission between a mobile source and a base sta-
tion, and assume
(i) that the base station is in the origin (x = 0) but at a height of one unit,
whereas all mobiles are on the ground and have height 0. Thus, the distance
between the base station and a mobile located on the ground at point z is
I+l
(ii) that the Shannon capacity can be used to describe the utility. If the resource
that is shared is the frequency then the utility has the linear form:

P(x? + 1)ﬁ/2>

2

U(C,z) := Cq(x); with ¢(z) =log <1 + .

2.1 Fairness over time: Instantaneous Versus Long term a-fairness
Next we consider the case where x;(t), ¢ = 1,...,n, may change in time.

Definition 5. We define an assignment to be instantaneous a-fair if at each
time t each mobile is assigned a resource so as to be a-fair at that instant.

Consider the instantaneous a-fair allocation and assume that time is discrete.
We thus compute the instantaneous a-fair assignment over a period of T slots
as the assignment that maximizes (for o # 1)

n . i . 11—«

Z (Ul(xl(tl), 5i(1))) for every t = 1,...,T.
—

1=1
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This is equivalent to maximizing

1 —«

T n 1-a
Z l (Uz (xz (t)a 54 (t))) ] (2>

For a = 1, we replace

(Ui(xi(t), si(t))

1—«

by log[Ui(x:i(t), si(t))]

The optimization problem (2) corresponds to the a-fair assignment problem
in which there are nT players instead of n players, where the utility of player
i=kn+j(k=0,...,T—1,j=1,..,n)is defined as

Z/{i(xi, 52) = UJ(,TJ(]{? + 1)7 Sj(k + 1))

Remark 1. Thus the expected instantaneous fairness criterion in the stationary
and ergodic case regards assignments at different time slots of the same player
as if it were a different player at each time slot!

Note that when considering the proportional fair assignment, then the re-
sulting assignment is the one that maximizes [];-; Hthl Ui (zi(¢), s:(t)).

Definition 6. Assume that the state process X (t) is stationary ergodic. Let \;
be the stationary probability measure of X (0). The long term a-fairness index of
an assignment s € S of a stationary process X (t) is defined as

(Bswx0),six )

l—«

Zals) = Z?f\(s); with Zi(s) =

An assignment s is long-term a-fair if it mazimizes Zx(s) over s € S.

As we see, instead of attempting to have a fair assignment of the resources at
every t, it is the expected utility in the stationary regime that one assigns fairly
according to the long-term fairness. Under stationarity and ergodicity conditions
on the process X (t) this amounts in an instantaneous assignment of the resources
in a way that the time average amount allocated to the users are a-fair.

2.2 Fairness over time: T-scale a-fairness

Next we define fairness concepts that are in between the instantaneous and the
expected fairness. They are related to fairness over a time interval T. Either
continuous time is considered or discrete time where time is slotted and each
slot is considered to be of one time unit. Below, we shall understand the integral
to mean summation when ever time is discrete.
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Definition 7. The T-scale a-fairness index of s € S is defined as

(4 S U0, sx )]

l—«a

Zp(s) =Y Zip(s); with Zp =
1=1

The expected T-scale a-fairness index is its expectation. An assignment s is
T-scale a-fair if it mazimizes Zp(s) over s € S.

Definition 8. The T-scale expected a-fairness index of s € S is defined as

Zr(s) zn:Zi( ); with Z: {% foT E[Ui(Xi(t),si(X(t)))]dtT*a
r(s) = i(s): with Zh —

11—«

Assume that the state processes is stationary ergodic. Then for any assign-
ment s € S we would have by the Strong Law of Large Numbers:

lim = / UL (X3 (1), s:(X (1)t = By [U3(X;(0), 5:(X (0)))]

P-a.s. Hence, for every 7 and s, we have P-a.s.
1 T 1=
o B U, six @)
lim Z;(s) = lim
—00 T—o00 1—«

_ (BAUXG0), s KO i
11—« AT

Assume that U; is bounded. Then ZZ. is bounded uniformly in 7. The bounded
convergence then implies that

Jim BIZ(s)] = Z5(s): (3)
Theorem 1. Assume that the convergence in (3) is uniform in s. Let s*(T) be

the T-scale o fair assignment and let s* be the long term «-fair assignment.
Then the following holds:

— s* =limp_,00 S*(T)

— For any € > 0, s* is an e-optimal assignment for the T-scale criterion for
all T large enough.

— For any € > 0, s*(T) is an e-optimal assignment for the long term fairness
for all T large enough.

Proof. According to [9], any accumulation point of s*(7T) as T — oo is an
optimal solution to the problem of maximizing Z7 over S. Due to the strict
concavity of Zr in s it has a unique solution and it is coincides with any accu-
mulation point of s*(7"). This implies the first statement of the theorem. The
other statements follow from Appendices A and B in [9].
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2.3 Fairness over different time scales: Multiscale fairness

We consider real time (RT) and non-real time (NRT) traffic. Resource allocation
policy for RT traffic is instantaneous-fair, while for the NRT traffic, it is expected-
fair. The available resources are divided amongst the RT and NRT traffic so as
to guarantee a minimum quality of service (QoS) requirement for the RT traffic
and to keep service time as short as possible for the NRT traffic.

The real time traffic would like the allocation to be instantaneously a-fair. For
a > 0, this guarantees that at any time it receives a strictly positive allocation.

The non-real time traffic does not need to receive at each instant a positive
amount of allocation. It may prefer the resources to be assigned according to
the T-scale a-fair assignment where 7" may be of the order of the duration of
the connection. Moreover, different non real time applications may have different
fairness requirements. For instance, bulk FTP transfer can prefer fairness over
time scale longer than a time scale for some streaming application.

In order to be fair, we may assign part (say half) of the resource according
to the instantaneous a-fairness and the rest of the resources according to the
T-scale a-fairness. We thus combine fairness over different time scales.

We may now ask how to choose what part of the resource would be split ac-
cording to the instantaneous assignment and what part according to the T-scale
assignment. We propose to determine this part using the same a-fair criterion.

Specifically we define the multiscale fairness as follows:

Definition 9. The multiscale a-fairness index of s € S is defined as

—x

[ 5 U0, s 1)) ]|

11—«

Zry,..1,(8) = ZZ’T (s); with Zj, =
i=1

The expected multiscale a-fairness index is its expectation. An assignment s
is multiscale a-fair if it mazimizes Zr, .. 1,(s) over s € S. We also say that

n

multiscale a-fair assignment is (11, ..., Ty, )-scale fair assignment.

3 Application to spectrum allocation in fading channels

Fig. 1. Spectrum allocation in random
fading channels

We consider a fast-changing and a slowly-changing user (Fig. 1), whose chan-
nels are modeled by the Gilbert model. The users can be either in a good
or in a bad state. The dynamics of the users is described by a Markov chain
{Y;(t)}+=0,1,... 1 = 1,2, with the transition matrix and stationary distribution as:

1 — ey ; ; _
P = €0y ]; m:[i o

B; 1—¢€08s ai+pBi i+ |
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Let €, = 1 and €5 = €. Note that the parameter ¢ does not have an effect on the
stationary distribution, but, it influences for how long the slowly-changing user
stays in some state. The smaller €, the more seldom the user changes the states.
We assume that state 1 is a bad state and state 2 is a good state. Let hy;
represent the channel gain coefficient of user ¢ in channel state j. The utility
(achievable throughput via Shannon capacity) of user ¢ in state j is given by

hijl?p;
Uij = sijlogy(1 + #)

where s;;,p; is the resource allocation and power that corresponding to user i.

First, we would like to analyze T-scale fairness and to see the effect of the
time scale on the resource allocation. Specifically, we consider the following op-
timization criterion

2 1 T
Z l1—a|T Z vilt)
i=1 t=0
with Ui (t) = s:(t)qi,v, ) and s1(t) 4 s2(t) = 1.

Let us consider several options for the time horizon T

jEe”

—  max (4)
81,82

Instantaneous fairness. If we take T' = 1 we obtain the instantaneous fairness.
Namely, the criterion (4) takes the form

L w1 ui )] - max

11—« 51,52
The solution of the above optimization problem is given by
(1-a)/a
i, (0)

5:(0) =
(—a)/a , (-a)a
L) 190

This allocation results in the following expected throughputs

ql/‘a ql/(x
0 = —a)/a 5 =ay/a TLiM25, 02 = (—a)/a > /a2, (5)
ij Qi a4, i taz,

Mid-term fairness. Let us take the time horizon as a function of the underlying
dynamics time parameter ¢, that is T = T'(¢), satisfying the following conditions:
(a) T'(e) — oo and (b) T'(e)e — 0. The condition (a) ensures that

T(e)
1
m ; {Yi(t) =i} - m,;, as e€—0,

and the condition (b) ensures that

T(e)

Z HY3(t) =i} — dy,(0)i» as €—0.
t=0

1
T(e)
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This follows from the theory of Markov chains with multiple time scales (see
e.g., [10]). It turns out to be convenient to take the following notation for the
resource allocation: We denote by s(t) the allocation for the fast-changing user
and by 1—s(t) the resource allocation for the slowly-changing user. Thus, we have
s1(t) = s(t) and s2(t) = 1—s(t). We denote by 5; ; = E[s(t)|Y1(t) = ¢, Ya(t) = j].
We note that since the fast-changing user achieves stationarity when T'(¢) — oo
we are able to solve (4) in stationary strategies. Then, the criterion (4) takes the
form

1 _ = -«
1—a [(7T1,1Q1,131,Y2(0) + T1,241,252,v5(0))

— max

l—a]
51,2(0)> 52,Y5(0)

+ (1 = 71,151,v5(0) — T1,252,v5(0))42,Y2(0))

The above nonlinear optimization problem can be solved numerically. The ex-
pected throughputs in the mid-term fairness case are given by

0 = (m1,1q1,151,1 + T1,2q1,252,1)T2,1 + (T1,1¢1,151,2 + T1,2¢1,252,2) 72,2,

Oy = (1 — w1811 — M1,252,1)q2172,1 + (1 — m1151,2 — M1,252,2)q2,272,2.  (6)

Long-term fairness. In the case of long-term fairness we set 7' = oo which
results in the following criterion

L[E[Ul]lfaJrE[UQ]l*a] —  max

1l -« 51,82

Due to stationarity, we can solve the above optimization problem over sequences
in stationary strategies. Namely, we have the following optimization problem

1 _ _ _ _ _
1—-a [ ((mam2,181,1 + m1,1m2,251,2)q1,1 + (T1,272,152,1 + 7T1,27T2,282,2)q1,2)1 @
+ ((m2,1 — m1,12,151,1 — T1,272,152,1)¢2,1

= = -«
+ (T2,2 — M1T2,181,1 — T12M2,2822)q2,2) ] — max
81,1, 81,2, $2,1, $2,2

The expected throughputs in the long-term fairness case are given by

01 = ( M 1m2,181,1 + T1,1M2,251,2)q1,1 + (T1,272,152,1 + 71,272,252 2)q1,2
Oy = ( mo1 — M 1M2,151,1 — T1,272,152.1)G2,1
+ (2,2 — T1,1M2,151,1 — T1,272,252,2)42,2 (7

Let us also consider the expected instantaneous fairness which is given by the

criterion
LB+ Ui m)] - max

1l -« 51,82

which is equivalent to

1 1
1 Zﬁl,ﬂf‘z,j/ (5q1,)' " “dFy(s)
—a |& ;
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1

+> :Wlﬂw/ (1= 8)g2)' " *dFy(s)| — max
— 0 ij
ij

where Fj;(s) is the distribution for s(¢) conditioned on the event {Y;(t) =
i,Y2(t) = j}. The above criterion is maximized by

Fij(s) = 0,if s < qil;a)/a/(qg,l;a)/a + qgfa)/a)v
Y Lt s > gl (gl 4 gl ™),

Thus, we can see that the expected instantaneous fairness criterion is equivalent
to instantaneous fairness.

Multiscale fairness: Next, let us consider multiscale fairness over time.
Specifically, (77, T3)-scale fairness is defined by the following criterion

1 1 o) -« 1 T, -«
— Ui (t — Us(t
11—« (Tltz_; 1< )> + <T2t2—g 2( )> - 15111,2?2{

In this particular example, there are 6 possible combinations of different time
scales. It turns out that in this example only the (1, 00)-scale fairness gives a
new resource allocation. The other combinations of time scales reduce to some
T-scale fairness. Thus, let us first consider the multiscale fairness when we ap-
ply instantaneous fairness to the fast-changing user and long-term fairness to
the slowly-changing user. The (1, c0)-scale fairness corresponds to the following
optimization criterion

[0+ B ]
1 2 max

l1—« 81,52

which is equivalent to

1
l1—«

[((h,yl ©)(3v; (0),172,1 + §y1(0),27T2,2))1_a

+(g21(1 = Sy, 0),1)72,1 + q22(1 — Sy (0),2)72,2) 7% = max
SY1(0),15 SY71(0),2

The expected throughputs in the (1, co)-scale fairness case are given by
0= ( qi1(511m T2 + 51,0m1172,2) + q1,2(52,171,272,1 + S2,2T1,272,2)),

O = ( g2,1(1 —511)m21 + q22(1 — 51,2)ma2) 1 1
+ (g2,1(1 — 521)m21 + g22(1 — 52,2)Ta2) 71 2.

As we have mentioned above, the other combinations of time scales reduce to
some T-scale fairness. In particular, (1,7 (e))-fairness reduces to the instanta-
neous fairness, (T'(¢), co)-fairness reduces to long-term fairness, and (7'(¢), 1)-,
(00, 1)- and (00, T'(€))-fairness all reduce to mid-term fairness.

Let us consider a numerical example. The parameters are given in Table 1.
We consider three typical cases. The first case corresponds to the symmetric
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Table 1. Case 1,2 & 3: Shannon capacity (q)/probability ()

| | Case-1 | Case-2 | Case-3 ‘
state-1|state-2|state-1|state-2|state-1|state-2
(bad) |(good)|(bad) [(good)|(bad) |(good)
User-1(2/0.2 |8/0.8 [3/0.1 |9/0.9 |3/0.9 [9/0.1
User-2(2/0.2 |8/0.8 [1/0.3 |7/0.7 |1/0.3 |7/0.7

Expected throughput (Case 3)
4.5 T : . . !

eco — U1_inst
g —e—U2_inst
" ° -=-Ui_mid ||
o - A-U2_mid
L U1_long
350 o, ©U2_long |1 .
A %o, o | ui_muti| | Fig. 2. Throughput(6)
A ®%000,, U2 mult | as a function of a for in-
— . o :
= 8t A, 0000006004 ob Stantaneous, mid-term,
LN !
ong-term and (1,00)-
2.5¢ scale fairness criteria
xa (Case 3).
2 h
1. L . . . | .
8.5 1 15 2 2.5 3 3.5 4

scenario. In the second case, the fast-changing user has in general better channel
conditions. In the third scenario the slowly-changing user (user 2) is more often
in the good channel state than the fast-changing user (user 1).

We plot the expected throughput of the mobiles for various fairness criteria
for case-3 in Fig. 2. Plots and explanation for case-1 and case-2 are provided in
[11].

In the third scenario, the second user always gets better share in terms of
throughput. This is expected as the second user spends on average more time in a
channel with good state and the long or short term throughput is the principal
component of the optimization criteria. It is natural that long term fairness
gives the best efficiency for both types of users. However, we note that the
(1, 00)-scale fairness provides better control in term of fairness. The (1, co)-scale
fairness based allocation provides the second best efficiency after the long term
fairness based allocation. Thus, we conclude that multiscale fairness provides
good sensitivity to the variation of the fairness parameter and at the same time
good performance in expected throughput. Below we shall see that the multiscale
fairness has another good property with respect to variance of the throughput.
It is curious to observe that in this example the instantaneous fairness does not
really help fast-changing user.

Coefficient of variation: We compute the coefficient of variation for short-
term, mid-term, long-term and multiscale fairness. For this, we first compute
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Coefficient of variation in expected throughput (Case 3)

17 : : ‘ ‘ ; ‘
= U1_inst
161 —e—U2_inst |7
- ==U1_mid
57 -A-U2 mid |
14 v T Emeea U1_long | |
-O-B%Irizlgu 1 Fig.3. Coefficient of
3 U2 muti| | variation in  expected

1.2t throughput as a function

Cfft of variation in 0

00009
. 992907 , of a for instantaneous,
’ mid-term, long-term
1 g 00 T 1 and (1,00)-scale fairness
. "7 criteria (Case 3).
0.8 1
000

0.7 ‘ ‘ ‘ ‘ ‘ ‘

0.5 1 15 2 2.5 3 3.5 4

the second moment of the throughput and then find the ratio of the standard
E[6:] -

In Fig 3, we plot the coefficient of variation in throughput for the various
fairness criteria considered above. It is very interesting to observe that except the
(1, 00)-scale fairness criterion all the other fairness criteria behave similarly with
respect to the coefficient of variation. Only in the case of (1,00)-scale fairness
the coefficient of variation decreases for sort-term fairness oriented user. This
is a very desirable property of the multiscale fairness as a short-term fairness
oriented user is typically a user with a delay sensitive application. Also, here as
in the case of the throughput, the multiscale fairness provides at the same time
good fairness and efficiency, now efficiency in terms of overall variance.

deviation to its mean. For any user i, the coefficient of variation I'; =

4 Conclusion and Future Research

We have introduced T-scale fairness and multiscale fairness. The notion of 7T-
scale fairness allows one to address in a flexible manner requirements of emerging
applications (like You Tube) which demand quality of service requirement be-
tween strict real time traffic and best effort traffic. The notion of multiscale
fairness allows one to use a single optimization criterion for resource allocation
when different applications are present in the network. We have compared the
new fairness notions with previously known criteria of instantaneous and long-
term fairness criteria. We have illustrated the new notions by their application
in wireless networks. Specifically, we have considered spectrum allocation when
users with different dynamics are present in the system. We have demonstrated
that the multiscale fairness provides a versatile framework for resource alloca-
tion. In the near future we plan to investigate in detail how multiscale fairness
criterion allocates resources when a number of applications with different QoS
requirements are present in the network. It is also interesting to investigate T-
scale fairness in the non-stationary regime.
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