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Abstract. In this paper we present an approach based on game-theo-
retical mechanism design for dynamic spectrum allocation in cognitive
radio networks. Secondary users (SU) detect when channels can be used
without disrupting any primary user and try to use them opportunisti-
cally. When an SU detects a free channel, it estimates its capacity and
sends the valuation of it to a central manager. The manager calculates a
conflict-free allocation by implementing a truthful mechanism. The SUs
have to pay for the allocation an amount which depends on the set of
valuations, and they behave as benefit maximizers. We present and test
two mechanisms implementing this idea which are proved to be truthful,
and that are tractable and approximately efficient. We show the flexi-
bility of these mechanisms by illustrating how they can be modified to
achieve other objectives such as fairness and also how they can operate
without really charging the SUs.
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1 Introduction

Cognitive radio is the technology that enables dynamic spectrum access (DSA)
networks to fully utilize the scarce spectrum resources. In DSA networks, users
who have no spectrum licenses, known as SUs, are allowed to use the spectrum.
In this paper, we will focus on DSA networks with hierarchical and overlay
access [14]. In the hierarchical access model, SUs use spectrum that is licensed
to primary users (PUs). As PUs have priority in using the spectrum, when SUs
coexist with PUs, they have to perform real-time wideband monitoring of the
licensed spectrum to be used in order to avoid harmful interference to PUs. In
overlay access, also referred to as opportunistic spectrum access, SUs only use
the licensed spectrum when PUs are not transmitting. In order not to interfere
with the PUs, SUs need to sense the licensed frequency band and detect the
spectrum opportunities.

* This work was supported by the Spanish government through projects TIN2008-
06739-C04-02 and TIN2010-21378-C02-02, and by Universitat Politecnica de
Valencia through PAID-06-09.



The availability and quality of spectrum opportunities may change rapidly
over time due to PUs activity and competition between SUs. Therefore, dynamic
spectrum allocation and sharing schemes are needed to achieve flexible spectrum
access in long-run scenarios. They should be able to adapt to the spectrum dy-
namics, e.g., channel variations, based on local observations. In centralized spec-
trum allocation, the opportunistic spectrum access of SUs is coordinated by a
central element serving as a spectrum manager. The spectrum manager collects
operation information from each SU, and allocates the spectrum resources to
achieve certain objectives such as efficiency or fairness. This kind of spectrum
sharing is non-cooperative, since SUs only aim at maximizing their own bene-
fit, so SUs might exchange false information about their channel conditions in
order to get more access opportunities to the spectrum. Therefore, cheat-proof
spectrum sharing schemes should be developed to meet the objectives.

Dynamic spectrum sharing has been extensively studied from a game theo-
retical perspective [11]. Mechanism design is a game theoretical approach that
can be applied to dynamically redistribute spectrum across several players (PUs
and SUs) to meet their demands. Mechanisms aim at achieving the desired equi-
librium by enforcing SUs to play truthfully, so that the spectrum resources are
allocated according to reliable information. This is attained by means of pay-
ments, which are collected and redistributed by a trusted entity. In spectrum
auction games, a specific form of mechanism design, a spectrum manager col-
lects bids and allocates spectrum resources to SUs and charges them according
to some rules. By multiplexing spectrum supply and demand in time and space,
dynamic auctions can improve spectrum utilization or fairness.

Most of works on spectrum auctions focus on the scenario where one or more
PUs want to lease spectrum to SUs, and a monetary gain for PUs is involved.
In [12], an auction model is proposed where a PU announces a portion of its
licensed band and a unit price, and SUs bid for the desired amount of band-
width. In [3], SUs bid for a pool of homogeneous channels announcing a demand
curve, from which the auction is cleared using an approximation algorithm. A
belief-assisted double auction is proposed in [8], with collusion-resistant strate-
gies based on the use of optimal reserve prices. Another solution for double
auctions is presented in [15], where several PUs auction a channel each, while
several SUs bid for just one of them, assuming that all the channels are homo-
geneous to the SUs.

Other works propose auctions for power allocation in spectrum sharing. In [2]
sequential second price auctions are proposed assuming complete information.
In [6] an auction model is proposed where the utility of each SU is defined as
a function of the received signal-to-noise-and-interference ratio (SINR). SUs are
charged a unit price for their received SINR, so that the auction achieves the
desired social utility. Mechanism design is used in [13]. There the underlay model
is assumed, so SUs may transmit in the licensed spectrum when PUlIs are also
transmitting, and their power transmission is restricted by the interference tem-
perature limit. The objective power allocation is calculated using channel infor-



mation obtained locally by SUs. A truthful mechanism with monetary transfers
enforces SUs to reveal this information.

Our work differs from those cited above in two major aspects. Firstly, we ad-
dress the problem of sharing spectrum opportunities between SUs without the
intervention of PUs. These opportunities appear sparse in time and space, there-
fore we propose mechanisms to allocate them in real time, i.e., mechanisms that
have to be run every time that a spectrum opportunity appears. We present two
mechanisms (one deterministic and one randomized) for dynamic spectrum allo-
cation which are truthful, computationally tractable and approximately efficient
and that are simple enough for its use in real-time allocations. They have the
flexibility to achieve long-run objectives other than efficiency, such as fairness,
maintaining their properties. Secondly, we investigate how these mechanisms can
operate without monetary transactions, which would make the solution easier to
implement. If monetary gain is not involved in the spectrum allocation problem,
SU payments will no longer be chosen as money, but as and alternative form
of ‘virtual currency’. This internal currency will be managed by the spectrum
manager, which will record the credit of every SU and will distribute it to them.
In order that this currency retains its value for the SUs, the mechanism itself
should consider the credit kept by any SU. That is, the choice and payment
functions should depend on the credit so limiting what SUs spend, and a proper
‘cash flow’ should be redistributed to SUs. We investigate how this can be done
and how it affects to the mechanisms properties.

The rest of the paper is organized as follows. In Section 2 we describe the
model of spectrum sharing on networks with hierarchical and overlay access and
with a central manager. In Section 3 we describe the mechanism design back-
ground applied to this problem, present two mechanisms based on the theoretical
results and describe how these mechanisms can be modified to achieve fairness
and to operate with a virtual currency. We show and discus experimental results
in Section 4 and conclude in Section 5.

2 Spectrum Sharing Model

We assume that the spectrum is divided into non-overlapping orthogonal chan-
nels and that SUs are able to detect when a channel can be used without in-
terrupt any PU. When one of these opportunities, called white spaces, appears,
SUs may try to use it opportunistically. Every white space might be used by
one or several SUs, with the condition of not conflict between them. We model
the interference between SUs according to the protocol model [4,7]. This model
assumes that, for a given channel, SU ¢ has a communication range R; and a
larger interference range R;. The channel can be used by SU i if the receiver is
a at distance smaller than R;. Two SUs ¢ and j are in conflict if the distance
between them is smaller than R} or smaller than R}, and in this case they cannot
transmit simultaneously. In this network, R; and R} depend on the transmitting
power, which is imposed by the position and channel usage of nearby PUs. Addi-
tionally, the transmitting power and the distance to the receiver determines the



transmission rate, hence for a given white space, SU ¢ will be able to transmit
at B; bps. With these assumptions, the conflicts for a given white space can be
modelled by a conflict graph whose vertices correspond to the SUs which are
able to use the channel. There is an edge between vertices ¢ and j if SUs ¢ and
j are in conflict. This graph can be written in matrix form:
C= [cij]NxN with ¢;; € {0,1}. (1)
Where ¢;; = 1if SUs ¢ and j are in conflict. The sharing problem in this scenario
is, for each white space, to find an allocation compatible with the conflict graph:
X = [mi]le where z; € {0,1} and z;-z;,=0 if ¢;=1. (2
Where z; = 1 if the channel is allocated to SU 4. The allocation cannot fulfil
efficiency and fairness simultaneously, so the objective will be a trade-off between
them. This objective should be achieved on long-term basis. Long-term efficiency
is achieved if every white space is allocated efficiently. A single allocation is said
to be efficient if

N
Xeg = arg}r{nax Z x;B; . (3)

=1

However, fairness cannot be achieved for each white space, so long-run fairness
should be defined as a time-average. If denote by X7 the allocation made at the
j-th white space, the proportional fairness criterion for M consecutive allocations

1S
M N

Xpair = (Xhipr o X)) = arg)r(naxz Z log x{Bf . (4)

j=1i=1

In our proposal we assume that there is a spectrum manager whose rules are
abided by SUs, and there is a control channel dedicated to the communication
between manager and SUs [5]. Every time that a white space appears, the SUs
detect it and estimate B;. Those SUs willing to use the channel send B; to the
manager. They also detect and communicate which neighbours they conflict with
(¢ij), and from this the manager derives the conflict graph. The manager then
will calculate the allocation according to the objectives, and communicate the
allocation to SUs.

We also assume that no SU can benefit from lying about the conflict graph.
This is not strictly true but it is a reasonable assumption in most situations,
because if SU ¢ declares non-existing conflicts (it falsely declares ¢;; = 1), this
will reduce the set of possible allocations, so it will reduce its chances to obtain
the channel. On the other side, if it hides a conflict (it falsely declares ¢;; = 0), the
resulting allocation may be useless for ¢ and j. However, they could benefit from
lying about the channel bitrate estimation; a higher declared value of B; rises
the value of Zi\; x; B; if x; = 1, so rising the manager evaluation of allocations
including SU i. We propose a solution based on mechanism design for enforcing
the SUs to tell the truth to the spectrum manager driven by self-interest.



3 Spectrum Sharing Based on Mechanism Design

We model the allocation procedure of each white space as a mechanism in which
the players are the SUs and a spectrum manager that implements the game
rules. Formally, a mechanism is a game in which the players do not know the
utilities of the other players, and the rules of the game are designed such that
the equilibrium of the game is guaranteed to have certain desired properties. It
is defined by the tuple (N, O, 0, p,u, A, M):

— N is a set of n players or, in the spectrum allocation problem, SUs.

— O is the set of possible outcomes and will include the allocations.

— @ =0 x---x6, is the set of possible SU types. SU i type 0; € O; is known
only by SU 4 and determines its utility function. Here, 6; is determined by
B;.

— pis the probability distribution of ©. Here p depends on the position of SUs
and interference restrictions.

—u = (ug,...,uy), where u; : O x @ — R is the utility function of SU ¢
depending on the outcome o and on its type 6;.

— A= A;x---x A, is the action profile, where A; is the set of actions available
to SU 4. In this problem, the action allowed to SU i is to declare its type 6;,
i.e., A; = ©;, what results in a so-called direct mechanism.

— M : A II1(O) maps each action profile to a distribution over outcomes. If
the mechanism is deterministic, then M : A — O.

If we want the resulting allocations to have certain properties as efficiency or
fairness, the mechanism should implement the corresponding social choice func-
tion C : uw +— II(O), i.e. the game must have an equilibrium a* in which
M(a*) = C(u). We also want the SUs to reveal truthfully their types, what
will be fulfilled if the equilibrium is a* = (61,...,6,). In this problem, the so-
lution can be restricted to a so-called quasilinear mechanism [10], where the
possible outcomes can be written as

O=XxR", (5)

where X is a finite set. The outcome is then an allocation plus a vector of n real
numbers. The i-th value of this vector is the price that SU i has to pay for the
allocation. Thus, for a given vector of types 6 € ©, the utility functions is

ui(0,0) = u(z,0) — p; (6)

where u;(z, 0) is the value that allocation x has for SU 4, and p; is the price that
SU i has to pay when the allocation is z. This mechanisms has the property of
conditional utility independence, because the value u; depends only on SU i type
and not on other SUs type. We refer to the value w; as valuation of SU i for
allocation z, and we write it as v;(z), considering implicit its dependence on 6;.
Then:

u;i(0,0) = vi(x) — p;i . (7)



Here v;(x) can be interpreted as the maximum amount that SU ¢ would be will-
ing to pay for allocation x. Let v; denote the mapping that assigns a valuation
v;(z) for each z € X. Revealing type 6; is equivalent to revealing v; and the
set of allowed actions for SU i is the set of possible values of v;. Let ©; denote
the declared valuation of SU 4, which might be different from v;. The mecha-
nism can be interpreted as an auction, being ¢ = (91 ---0,) € V the bids, and
p = (p1---pn) the prices that the bidders have to pay. Given 0, the manager
calculates allocation and payment from:

— A choice rule: f:V +— II(X), or f:V — X if deterministic.
— A payment rule: p: V — R"™.

Our objective is to design these rules so as to achieve truthfulness [10]. A truthful
mechanism is in equilibrium when o = v, and no SU can benefit from declaring a
false valuation. A theoretical result says that, for non-restricted quasilinear pref-
erences domains, the only existing truthful mechanism is the weighted Vickrey
Clarke Groves (VCG) mechanism. This is a well known mechanism that imple-
ments efficiency and is not computationally tractable. However, here we need a
mechanism able to implement other criteria as fairness, and simple to compute.
Fortunately, the valuation setting described before belongs to the family of single
parameter valuations [10], in which a valuation v; is defined by a single value.
Formally, for each SU 7 the set of allocations can be partitioned into a winning
set W, and a losing set,

i ,
R S Q
0 ifxgW;

Here x € W; if x; = 1, i.e., SU ¢ wins if the channel is allocated to it, regardless
what happens to other SUs. Let 0_; denote the vector of valuations of all SUs
except SU 4. The mechanism has good properties if the choice function f is
monotone:

Yo;, Vo5, 0 > 0, f(05,0-;) € Wy = f(05,0-_;) € W;. 9)

That is, if a SU wins with a given valuation, it wins also with all higher valua-
tions. Given 9_;, the critical value for SU ¢ is defined as the minimum value of
v; for which SU i wins:

ci(v—;) = sup ;. (10)
J (i, 0-3)gW;
A deterministic single parameter domain mechanism is truthful if and only if
every winning bid pays ¢;(0—;) plus a function independent on its valuation.
The mechanism is said to be normalized if losing bidders pay 0. Every truthful
mechanism can be turned into a normalized one. Thus, the payment rule can be
expressed, without loss of generality, as

A {Ci(ﬁz) +hi(v_;) ifxeW; (11)

pillis0-i) = 4 itz ¢ W,



A randomized mechanism is truthful on expectation, if for all bidders, revealing
its true valuation maximizes its expected benefit, i.e., Vi Vv, Vv_;V0;:

Elvi(f(vi,0-)) = pi(f(vi,0-0))] > Elvi(f(05,0-:)) — pi(f(0i,0-4))] . (12)

Let us denote by w;(0;,9_;) = Pr[f(0;,0—;) € W;] the probability that SU ¢
wins. Then, the expected benefit for SU i is

w;i (i, 0—;) = vw; (05, 0—;) — pi(f(0i,0-)) . (13)

If w; (¥;, 0_;) is monotonically non-decreasing in 9; and v? is the valuation under
which ¢ cannot win, the truthfulness condition for a normalized mechanism is [1]

Ui

pi(ﬁia f)_i) = @lwz(ﬁ“ ’lA}_l) — / w(t, @_i)dt + hl(’f}_l) . (14)

Based on these results, we propose two simple truthful mechanisms for spectrum
sharing: a deterministic one and a randomized one. As the experimental results in
Sec. 4 show, the randomized one exhibits better properties. They are executed
every time a white space appears. When SUs detect the white space, each of
them estimates its valuation v; = B;. Then, each SU willing to use the channel
sends a bid containing its declared valuation ¢; to the spectrum manager. The
manager starts an auction when it receives the first bid and, after a fixed time
interval, it closes the auction. The auction is cleared by applying the choice and
paying rules to the vector 0, resulting in a set of winning SUs and a vector p of
payments. Finally, the manager sends a message to the winners SUs.

3.1 A Deterministic Truthful Mechanism

The following mechanism approximates efficiency by giving priority to higher
valuations. The resulting choice function is monotone and then every winning bid
has a critical value. The payment function is the critical bid, so the mechanism is
truthful. Furthermore, both choice and payment functions are computationally
tractable.

— Choice function. Given a list of bids:
1. Order the list from highest to lowest value of valuations.
2. From the beginning of the list until the end of the list:
Allocate the channel to bidder i if it does not conflict with any preceding
winning bidder: z; = 1 if ¢;;2; = 0, Vj preceding ¢ in the list.
— Payment rule. Keep the order of the bid list above. For each bid i:
1. Remove bid ¢ from the list.
2. Start a virtual allocation 2’ with z/; = 0 Vj.
3. From the beginning of the list until the end of the list or until a bidder
j conflicting with ¢ virtually wins:
Allocate virtually the channel to bidder k if it does not conflict with any
preceding virtual winner: xj, = 1 if ¢ia) = 0, VI preceding k in the list.
Then:



e If the end of the list is reached, bidder 7 wins and pays 0.
o If 9; > 0, bidder ¢ wins and pays the critical value ¢; = 9;.
o If ¥; < ¥;, bidder 7 losses and pays 0.

4. Insert bid ¢ into the list at its original position.

3.2 A Randomized Truthful Mechanism

A randomization of the previous mechanism results in a more flexible choice
function. The resulting winning probability function w;(9;,9_;) is monotonically
non-decreasing. Equation (14) is applied to obtain the payment function, so
ensuring the truthfulness of the mechanism. Both choice and payment functions
are computationally tractable.

— Choice function. Given a list of bids:
1. For each bid j, calculate a random value k; with uniform distribution
between 0 and 9;.
2. Order the list from highest to lowest value of &;.
3. From the beginning of the list until the end of the list:
Allocate the channel to each bidder if it does not conflict with any pre-
ceding winning bidder: z; = 1 if ¢;;z; = 0,V preceding ¢ in the list.
— Payment rule. Keep the order of the bid list. For each bid :
1. Remove bid i from the list.
2. Start a virtual allocation 2’ with z; = 0 Vj.
3. From the beginning of the list until the end of the list or until a bidder
j conflicting with ¢ virtually wins:
Allocate virtually the channel to bidder k if it does not conflict with any
preceding virtually winner: z) = 1 if ¢ia) = 0, VI preceding & in the list.
Then:
e If the end of the list is reached, ¢ wins and pays 0.
e If §; > k;, bidder i wins with probability':
kj

i(Oi ki) =1— =, 15
k) =122 (15

and pays
D4

pi = ﬁlwz(f)“ k,Z) — / wi(t, kfl)dt = kj h’l
k) k;

0
o If 9; < k;, bidder 7 cannot win and pays 0.

4. Insert bid 7 into the list at its original position.

! Here the function w; (03, k—;) has been used instead of w; (¥;, ¥—;). However, the proof
of the condition expressed by (14) holds for both functions [1].



3.3 Fairness

Unfairness has two main causes. Firstly, all SUs may have not the same oppor-
tunities because physical restrictions and those SUs reporting higher valuations,
if true, are favoured. This may be alleviated by limiting the budget of SUs, as
described in the next section. Secondly, the mechanism itself does not treat all
the bidders the same way. It is easy to see that bidders having more competition
(more neighbours conflicting with) have less chances to win and when winning,
they pay a higher price.

The previous mechanisms can be modified to compensate unfairness caused
by the degree of competition. A simple way to do it is by weighting the valuations
by a function increasing with the number of edges in the conflict graph. Simu-
lation results are shown in Sec. 4. Clearly, this does not affect the truthfulness,
because the original conditions still hold. The choice function is still monotoni-
cally non-decreasing and the payment function for the deterministic mechanism
is the critical value and, for the randomized mechanism is given by

A v ki o wv;
pi = ’ini(’l)i,k,i) — /;j wi(t, kfl)dt = uj In kj .

(17)

w;

3.4 Credit Restriction and Redistribution

So far we have considered that SUs behave as profit maximizers who value a unit
of transmission rate the same as a monetary unit. Consequently, they obtain the
maximum profit when the rate they get minus the money they pay is maximum.
This approach is valid if SUs are effectively charged for the spectrum. Another
possibility is that what they pay was not real money, but a virtual currency unit
internal to the system. This could be useful if what we want is just to fairly share
the spectrum, not to trade with it. This would also make the system simpler by
avoiding monetary transactions. Furthermore, a limitation of the credit offered
to SUs would help to achieve fairness.

In this last approach, the manager should redistribute the payments and
record the credit of each SU. The amount of credit given to each SU must be
limited to approximately the amount of credit they would spend when it received
the fair share of the spectrum. Credit limitation is the way to get them to value
the credit and still behave as profit maximizers. To achieve this, the mechanism
has to be modified in two ways:

— SUs need to receive a flow of credit along the time. For system stability, the
total amount of credit received by them should be equal to the total amount
of their payments. If this property holds for each auction, it is called budged
balance. Here we only need it to hold in the long term, and this is achieved if
in every auction the expected value of what each bidder receives equals the
expected value of what it pays.

— SUs should be punished when they run out of credit. However, SUs with
negative credit cannot be excluded from auctions, because they must still get



their share of the redistribution and so recover credit for successive auctions.
Instead, when a SU has low credit, the mechanism would grant it a lower
winning probability.

There are several solutions for the redistribution problem that preserve truth-
fulness [9]. All of them satisfy the condition that what a bidder receives is in-
dependent of its valuation. Based on this idea, we have tested the following
redistribution method. For every auction, a parallel auction is created with the
same bidders and random valuations. Every bidder receives what it would pay
in this parallel auction. If random valuations have a random distribution which
approximates the distribution of real valuations, and if bidders play truthfully,
long term budged balance is achieved.

For credit limitation, we have added to the previous mechanisms another
weighting factor ¢; which depends on credit. Valuations are weighted by ¢; and
the payment functions are modified accordingly. If we consider a single auction,
this change preserves the truthfulness of the mechanism, as it did the weighting
for fairness described in Sec. 3.3. However, this does not hold if we consider
successive auctions, because ¢; depends on the credit of SU 4, which in turn
depends on 9;. As a consequence the valuation on the current auction has an
effect not only in the benefit obtained in this auction, but also in what happens
in successive auctions. For this reason, it cannot be assured that SUs could
not obtain a long term benefit from lying. Because successive auctions are not
independent, this issue should be studied as a repeated game.

To alleviate this problem, the influence of credit in the mechanism should be
as small as possible, that is, it should be ¢; = 1 most of time while ¢; < 1 is only
required when SU i is close to run out of credit. Then, if the redistribution policy
works properly, SUs will work most of time with ¢; = 1. When a SU overbids
and spends all its credit it is punished. On the other side, a SU cannot benefit
from saving credit because, once it reaches enough credit to have ¢; = 1, having
more does not increase its winning probability. Simulation results shown in Sec. 4
suggest that the mechanism still behaves reasonably well, though truthfulness
cannot be guaranteed in all situations.

4 Experimental Results and Discussion

We have evaluated the properties of previous mechanisms by means of discrete-
event simulations. We have simulated a static configuration of 6 SUs with the
conflict graph of Fig. 1, located into the interference range of a PU which conveys
traffic bursts whose inter-arrival time is exponentially distributed with mean 20
time units and their duration is exponentially distributed with mean 10 units.
The PU has a pool of 10 channels, and allocates traffic bursts randomly. Idle
periods of these channels are detected by SUs as white spaces. SUs estimations
of the bit rate of a white space is uniformly distribution between 0 an 2 bit-rate
units. Every white space all SUs send a bid containing its valuation of the channel
to the central manger, which executes the mechanism. Then it sends a message



Fig. 1. Conflict graph of simulation set.
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Fig. 2. Total benefit of SU ¢ as a function of its h.

to the winners who occupy the channel until it is used by the PU again. The
credit available for each SU is recorded and updated by the spectrum manager.
We assume that SUs are backlogged and their objective is to send as much traffic
as possible. All simulation runs have a length of 107 time units, what have been
checked to yield statistically significant results

The plot in Fig. 2 illustrates the truthfulness of both mechanisms without
credit restriction and confirms the theoretical result. Here, total benefit of SU ¢
is the sum of the bit-rate of all the channels it won minus the total price it paid
for them. This is plotted as a function of an over/under bidding factor h which
measures the relation between the declared valuation and the true valuation:
Ve = hv.. When h > 1, ¢ it is overbidding and when h < 1 it is underbidding.
The rest of SUs are truthful. It can be seen that SU ¢ maximizes its benefit when
h =1, i.e., when it declares the truth.

We have also tested the mechanisms with credit restriction an redistribution
as described in Sec. 3.4. Here the weighting factor g; is set to 1 when credit; >
50, to 0 when credit; < —50, and it is varied linearly between 0 and 1 when
—50 < credit; < 50. The initial credit is 100. By doing this, SUs are forced
to keep its credit not far under 0, that is, they cannot spend much more than
they receive. Since credit is not exceeded nor accumulated, now the benefit is
the obtained bit-rate, i.e., the mean traffic. Some results for SU ¢ are shown in
Figs. 3 and 4. We have run simulations varying h in other SUs and with other
conflict graphs obtaining similar results not shown here.
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Fig. 4. Mean traffic of SU c as a function of its h. Randomized mechanism.

It can be seen that, with the deterministic mechanism, SU ¢ can benefit from
overbidding. This does not happen with the random mechanism. The reason of
this different behaviour can be found in Fig. 5, which plots the unit price that
SU ¢ pays as a function of h. For the deterministic mechanism, the price grows
up to a maximum for A = 1, because the payment function depends only on
the critical value. Therefore, if a bid wins, the price does not depend on the
bid value, that is, two winning bids with different valuations pay the same. In
contrast, with the randomized mechanism the price function is given by (16)
and depends on the valuation, so the unit price grows as it can be seen in the
plot. This characteristic of the payment function adds stability to the random
mechanism, because makes it more expensive to overbid.

The capability of the mechanisms to compensate the unfairness due to dis-
advantage in the conflict graph, as described in Sec. 3.3, has been evaluated in
an experiment in which valuations ©; are multiplied by a competition weight
w; = e%'5, where e; is the number of edges related to vertex i in the conflict
graph of SU i. Figure 6 shows the result for SU ¢ with the random mechanism.
It can be seen that, compared with Fig. 4, a much more fair share is achieved.

We have also evaluated the efficiency of these mechanisms by comparing the
sum of the mean traffic of the 6 SUs without fairness compensation with that
obtained by another mechanism with an efficient choice function implemented
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by exhaustive search. Results are plot in Fig. 7. It can be can see that both
mechanism closely approximate efficiency.

5 Conclusions

We present two truthful and low complexity mechanisms for real-time spectrum
allocations. We show how they can be modified to implement social fairness,
maintaining its properties. We also show how they can work when a virtual
currency instead of money is used, by controlling the credit of the SUs, making
the choice and payment functions dependent on the credit, and redistributing
cash to SUs. However, when the mechanisms are dependent on credit, although
they are still truthful on a single run, on repeated runs truthfulness does not
hold, because successive runs become dependent. Although truthfulness cannot
be guaranteed in all situations, our experimental results shown that under certain
conditions they still behave truthfully.

We are currently working in defining which are the conditions that the credit
restriction and the redistribution policy have to fulfil so that the resulting re-
peated mechanism is truthful.
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Fig. 7. Mean traffic conveyed by all SUs as a function of h of SU c.
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