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Abstract—Mobile cloud provides smart phone users with
unprecedented opportunities to enjoy the abundant computing
and storage resources of cloud computing. One viable scheme
is to offload computational intensive applications to a mobile
phone’s agent in the cloud, which could be implemented as a
thin virtual machine (VM), also termed as phone clone, in the
cloud. Due to shared hardware components (e.g. memory bus
and CPU cache) among co-resident VMs, a VM is subject to
covert channel attacks and may potentially leak information to
other VMs located in the same physical host. Due to the large
number of phone clones, it is not practical to guarantee absolute
physical isolation of phone clones, and as such a phone clone
may have to “dance with strangers” on the same host. In this
paper, we address two critical problems in such a computing
platform: how to allocate phone clones to minimize the risk of
information leakage and how to migrate phone clones whenever
the risk becomes higher than a given threshold. We design SWAP:
a security aware provisioning and migration scheme for phone
clones. Our solution utilizes the spatial and temporal features of
phone clones, and by considering the online social connection of
mobile users, we greatly simplify the search space of the optimal
solution. Experimental results indicate that our algorithms are
nearly optimal for phone clone allocation and are effective to
maintain low risk with a small number of phone clone migrations.

I. INTRODUCTION

Telecom cloud refers to cloud computing services provided
by telecom companies. Compared to third-party cloud ser-
vice providers, telecom companies, particularly the mobile
communication companies, have a unique advantage in the
service provisioning: they provide the last-mile connection
to users and thus have direct knowledge of users’ activities.
A telecom company can leverage the above advantages to
provide its customers with high-quality and more attractive
cloud computing services. One type of such services is to
build phone clones with cloud computing to help mobile users
augment the functionality of their smart phones and increase
the lifetime of the battery.

The concept of phone clones [8] is to build software clones
of smart phones on the cloud and enable mobile users to
offload computation intensive tasks and backup data to the
cloud. Current smartphone devices are normally installed with
many useful applications to make users’ daily life much easier
and more efficient than before. Some applications, however,
may require intensive calculation and consume a large amount

of energy. In this case, the smartphone could offload the tasks
to its clone in the cloud [7], [10], [15].

Depending on different functionalities supported by the
phone clones, they could be implemented as a process or a
thin virtual machine (VM) [8], [15], [21] on a cloud host.
Due to the ease of management and the richer functionalities
of VM, we assume the VM version of phone clones in
this paper. To allow resource multiplexing, multiple VMs are
usually allocated and managed with a hypervisor, such as
KVM [2] or Xen [4], in one physical machine. Due to the large
number of mobile users, it is not surprising if one hypervisor
hosts hundreds of phone clones. Under such circumstances,
provisioning and migration strategies for phone clones become
critical to the success of mobile telecom cloud.

We need to tackle two constraints in the allocation and
migration of phone clones: security and resource. To give
users’ a reasonable sense of security, phone clones should
be physically isolated. For example, users should feel more
comfortable if their phone clones are collocated with those of
their friends rather than strangers. Nevertheless, due to the
limited number of physical hosts and the large number of
mobile users, it may not be possible to find a good isolation
for all phone clones. As a result, a phone clone may have to
live together with strangers’ phone clones on the same host.

It has been shown that a VM can attack another VM on the
same host via covert channel attacks [18], [25]. Such attacks
exploit the CPU cache or the memory bus in a virtualized
environment to steal information from other VMs. It has been
demonstrated in [18], [25] that covert channel can be effective
and very hard to detect. The big challenge we are faced with
in mobile cloud is: how to mitigate the risk of covert channel
attacks when we do not have enough resource to physically
isolate strangers’ phone clones?

In this paper, we present our first attempt to tackle this
problem. We propose and evaluate SWAP: a security aware
provisioning and migration scheme for phone clones. For
the provisioning of new phone clones, we take advantage
of the mobile telecom cloud where it is easy to build a
communication graph based on mobile users’ communication
history. The communication graph reflects the relationship
between mobile users, and it should be safe to allocate together
the phone clones that have a direct communication link, since
they need to communicate anyway. Whenever this requirement
cannot be met due to resource constraint, we then solveISBN 978-3-901882-58-6 © 2014 IFIP



the optimization problem that minimizes the risk posed by
potential covert channels. Our way of mitigating the negative
impact of covert channels comes from the observation that
covert channels normally need time to build [11], [28]. By
constraining the collocating time duration of two strangers’
phone clones on the same host, we can counter the host
limitation problem by migrating strategically selected VMs.

The contributions of this paper are two-fold.
• First, we propose a system model that captures the mobile

users’ communication relationship and the potential risks
when collocating phone clones, and solve the optimiza-
tion problem that minimizes the risks in the provisioning
of new phone clones. The optimization problem requires
intensive computations due to the large number of phone
clones. To avoid this problem, we present a clique-
covering method to pre-process the communication graph
and significantly speed up the optimization algorithm.

• Second, we propose a phone clone migration strategy
to mitigate the impact of potential covert channels. We
introduce a decay function to model the time-varying
feature of covert channels, and migrate some phone
clones whenever the risk among the phone clones in
a host becomes high. In this context, we minimize the
total number of migrations to meet a given security
requirement.

II. RELATED WORK

Mobile cloud computing [22] and cross-VM covert chan-
nels [18] are the most related research areas to this paper. We
first discuss relevant state-of-the-art mobile cloud computing
research. Then, we review a series of groundbreaking works
demonstrating the tangible threat of cross-VM covert channels
in public cloud services. Lastly, we point out the difference
between existing methods on mitigating the cross-VM covert
channel risk in mobile cloud computing and our proposed
method.

Led by the pioneering mobile cloud computing projects
like MAUI [9] and CloneCloud [8], a growing amount of
research efforts focusing on different aspects of the topic
have recently been sighted. For instance, Ravi et al. [17]
and Cuervo et al. [9] concentrate on alleviating the energy
consumption for mobile devices and, hence, lengthening their
battery lifetime by outsourcing computational tasks to remote
servers via communication network. Barbera et al. [7] and
Kosta et al. [15] focus on evaluating the performance tradeoff
for workload outsourcing. In addition, the enhancement of
system architecture has been a major research direction of
mobile cloud computing [6] [21] [10].

Despite the benefit of mobile cloud computing, one major
drawback is its security concerns. In addition to the security
concerns inherited from generic cloud computing, works have
been published to expose the security threats specifically
induced by mobile cloud computing [22]. The major concerns
can be summarized as information leakage and unauthorized
access [14]. Furthermore, among all system components of
mobile cloud computing, the risk concealed in the cloud end

is the most hazardous one since the malicious users can invest
money to become legitimate users of the cloud. Physical
isolation between the mobile devices is breached at cloud side
as virtualization technologies, such as Xen [4], Linux KVM [2]
and VMWare [3], multiplex the physical resources of cloud
servers between different users.

As one concrete example of mobile cloud computing secu-
rity threat, cross-VM covert channel has recently emerged as
a serious concern over cloud computing services. Ristenpart
et al. [18] point out the feasibility of conducting cross-VM
attack in amazon EC2 [1] which can potentially host mobile
cloud computing services. There are a number of follow-up
works [25] [26] [24] which explore the amount of damage that
can be dealt by cross-VM covert channels in a public cloud.
These works are also relevant to mobile cloud computing,
since, at the cloud end, the mobile device of each user
corresponds to a unique virtual machine, a.k.a. phone clone,
which this mobile device offloads computational tasks to.

Covert channel is a classic security problem, as elaborated
in a U.S. NCSC report a.k.a the light pink book [11]. However,
cross-VM covert channels are proven to offer much faster
data leakage rate. Existing methods against cross-VM covert
channel threat can be categorized into architectural, monitoring
or fuzzy time based methods. Architectural based methods rely
on modifying the system components, e.g. Kadloor et al. [13]
propose a method to modify resource schedulers to mitigate
the efficacy of timing channels. Monitoring based methods
rely on inserting additional system components dedicated to
analyzing the status of shared resources between VMs for
detecting the presence of covert channels [27] [20]. Fuzzy
time based methods [23] hinder the establishment of timing
channels by disabling direct access to high precision timers.

All of the above mentioned methods induce deployment
cost. Furthermore, most of them are specific to one type
of cross-VM covert channels, leaving space for light weight
approaches which provide general protection over the cloud
users. Jaeger et al. [12] assume the awareness of adverse rela-
tionship between cloud tenants and logically enforce the safety
of a given VM placement plan by prohibiting potential covert
information flow between users with an adverse relationship.
Zhang et al [28] propose a game strategy that encourages
the cloud tenants to frequently migrate their VMs so that
the time window for potential cross-VM covert channels is
reduced. Although both of them are inspirational to our work,
the former solely provides placement plan evaluation without
delivering efficient algorithms on producing a valid placement
plan, and the latter ignores the knowledge on cloud tenants
and may induce heavy overhead on the cloud.

III. SYSTEM MODEL

A. Communication Model
We assume that the system has m phone clones and n

hosts. Based on the communication history of phone clones,
we can build a communication graph G =< V,E >, where
V denotes the set of nodes representing the phone clones and
E denotes the set of edges representing the communication



between phone clones. When two phone clones i and j

communicate with each other, we establish a link between
them. The communication graph can be represented with an
adjacency matrix A = [a

ij

]
m⇥m

, where a

ij

= 1 indicates that
there is a communication link between phone clones i and
j and a

ij

= 0 otherwise. To facilitate later calculation, we
assume that a

ii

= 1 for any phone clone i.
We use the above communication graph for ease of illustra-

tion of problem formulation. The model can be easily extended
by introducing trust weights for communication links and by
introducing the dynamic changes of communication graphs.
Nevertheless, the core problems addressed in this paper remain
the same, and all the algorithms proposed in the paper are
applicable with slight modifications.

B. Potential Risk and Its Calculation
Definition 1: (Potential Risk): When two phone clones that

do not have a direct communication link between them are
allocated to the same physical host, the allocation scheme may
introduce a potential breach. Given a communication graph
G =< V,E >, the potential risk of a phone clone allocation
scheme, I, is the total number of potential breaches introduced
by the scheme.

We use an allocation matrix X = [x
ij

]
m⇥n

to represent a
phone clone allocation scheme, where x

ij

= 1 indicates that
phone clone i is allocated to host j and x

ij

= 0 otherwise.
Given the adjacency matrix A and the allocation matrix X ,
we wish to mathematically calculate the potential risk of the
phone clone allocation scheme.

It turns out that the calculation could be well formulated
with matrix trace. We use Ā to denote the complementary
matrix of A, i.e., Ā = [ā

ij

]
m⇥m

= [1 � a

ij

]
m⇥m

. Define an
n⇥n risk indicator matrix, I = X

T

ĀX , where X

T represents
the transpose of matrix X . Then the potential risk of the phone
clone allocation scheme can be calculated with

I =
1

2
tr(I) =

1

2
tr(XT

ĀX), (1)

where tr(·) represents the trace of a matrix.
As a simple example to explain Equation (1), Fig. 1(a)

shows the communication graph of 4 phone clones. In this
example, phone clone 1 and phone clone 4 are placed on host
1, and phone clone 2 and phone clone 3 are placed on host 2.
Since there is no communication edge between phone clones 1
and 4 in the communication graph, and they are placed on the
same host, the potential risk of this allocation scheme is 1 in
this example. Fig. 1(b) illustrates the calculation of potential
risk with matrices A and X .

For ease of reference, the main notations used in the paper
are listed in Tables I.

IV. MINIMIZING THE POTENTIAL RISK IN PHONE CLONE
ALLOCATION

A. Problem Formulation
For provisioning a new system, we first need to solve the

following problem to minimize the risk of a phone clone
allocation scheme.

Fig. 1. (a) An example of system model and phone clone placement (b) The
calculation of potential risk

Problem 1:

Min
X=[xij ]m⇥n

I =
1

2
tr(XT

ĀX) (2)

subject to
x

ij

2 {0, 1} (3)
nX

j=1

x

ij

= 1, for i = 1, 2, . . . ,m (4)

mX

i=1

x

ij

 M [j], for j = 1, 2, . . . , n (5)

Equations (3) and (4) together assume that a phone clone is
allocated to only one host. Inequality (5) indicates that the
total number of phone clones assigned to a host should be
less than its maximum capacity.

The potential risk is tightly associated with the sparsity of
the communication graph. We disclose this relationship with
the following lemma and theorem, the proofs of which are
provided in Appendix.

Lemma 1: Assume that m phone clones are allocated to
n hosts, and that the communication graph is (k, h)-sparse1.
The potential risk of any reasonable phone clone allocation
scheme2 satisfies the following condition:

I � m

2

2n
� m

2
� (km� nh). (6)

Theorem 1: Assume that m phone clones are allocated to
n hosts, and that the communication graph is a random graph
with link probability of p

l

(i.e., each pair of nodes has a
link with probability of p

l

). For 8h > 0, the potential risk
of any phone clone allocation scheme satisfies the following

1A graph G = (V,E) with m vertices is called (k, h)-sparse if every
subset of m0  m vertices spans at most km0 � h edges.

2An allocation scheme is called reasonable if no host is left empty.



TABLE I
LIST OF NOTATIONS

Notations for Phone Clone Allocation (Section IV)
Notation Definition

m Number of phone clones
n Number of hosts
p Number of cliques

A = [aij ] Adjacency matrix of communication graph
X = [xij ] Allocation matrix

I Indicator matrix
I = tr(I) Potential risk
R = [rij ] Risk matrix

M [i] Maximum capacity of host i
s Column vector where s[i] represents the number

of phone clones in clique i

Notations for Phone Clone Migration (Section V)
f(t) Decay function

D(t) = [dij(t)] Decay matrix at time t

X(t) = [xij(t)] Allocation matrix at time t

I(t) Risk indicator matrix at time t

Iv(t) Time-variant risk indicator vector
� Risk threshold
q Total number of risky phone clones
l Number of risky phone clones on the host under

investigation
Z A l⇥1 vector where Z[i, 1] = 0 indicates phone

clone i is selected for migration and 1 otherwise.
R1 q ⇥ n matrix representing the potential risk

between a risky phone clone and a host
R2 q ⇥ q matrix representing the potential risk

between two risky phone clones
U q ⇥ n reallocation matrix where uij = 1

indicates risky phone clone i is assigned to host
j and 0 otherwise.

C[i] Remaining capacity of host i

probabilistic lower bound:

Pr{I � (1�p

l

)(
m

2

2n
�m

2
)�p

l

h

m� n

2
} � 1�e

�plh
2( 1

2�
1

2m )/3
.

(7)
Remark 1: With slight changes, Problem 1 can be used to

address more complicated problem settings. For instance, it
can be easily extended to study the case where different phone
clones demand different computing/memory resources, or the
case where a user has different levels of trust with respect to
other users.

Remark 2: Problem 1 is a quadratic integer programming
problem. It is NP-hard [19], since Ā could be indefinite
for a general communication graph. The common way to
obtain a lower bound is to use Linear Programming (LP)
relaxations. The problem, however, translates to the problem of
relaxing Quadratic programming with LP involving indefinite
constraints, which is still an open issue [16].

In the following we introduce various heuristics to solve
the problem. We first propose a greedy algorithm, called
maximum-conflict-first, as shown in Fig. 2. The main idea is
to handle the “hard” ones first, i.e., the phone clones that have
more conflicts with others are allocated first.

In a real system, the number of phone clones is usually big.
To speed up the processing, we propose another heuristics in
the next section.

1: Sort phone clones in the ascending order of their node
degree in the communication graph;

2: for each phone clone i in the sorted list do
3: Find the host that has the minimum number of phone

clones in conflict with i;
4: Allocate phone clone i to this host;
5: end for

Fig. 2. The maximum-conflict-first algorithm
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Fig. 3. (a) An example clique-based phone clone placement (b) The
calculation of potential risk

B. Reducing Model Complexity with Cliques

Since phone clones that already have communication links
are unlikely to attack each other with covert channels, we
could consider them as a group and allocate them to the
same host. Mathematically, we need to find a clique cover
of the communication graph. Since the problem of covering
a graph with the minimum number of cliques is proven NP-
complete and even does not allow constant approximation [29],
we adopt the following well-known heuristic method to obtain
an approximate solution:

We iteratively search for cliques that cover more vertices
that have not been covered so far. Heuristically, the vertices
with larger degrees may have a better chance of appearing in
larger cliques. Thus, the search starts from the vertex with the
largest degree, until all vertices are covered.

After partitioning the graph into p cliques, we treat the
cliques as the basic allocation units, and adjust the measure of
potential risk accordingly. If there is no link between a node
i in one clique and a node j in another clique, we count a
missing edge between the two cliques. We introduce a risk
matrix R = [r

ij

]
p⇥p

where p is the number of cliques after
the partition and r

ij

is the total number of missing edges
between clique i and clique j. If we allocate phone clones
with cliques as the basic allocation unit, the indicator matrix,
I = X

T

RX . Here we slightly abuse the notation of X by
reusing X = [x

ij

]
p⇥m

to denote the allocation matrix with
cliques as the basic allocation unit, because it is easy to figure
out the dimension of X from the context.

Therefore, the potential risk of an allocation scheme, I,
could be calculated with

I =
1

2
tr(I) =

1

2
tr(XT

RX). (8)



For example, Figure 3 shows the communication graph of
10 phone clones. In this example, the graph is partitioned into
clique 1, clique 2, and clique 3. After partitioning, clique 3 is
placed on host 1, and clique 1 and clique 2 are placed on host
2. The potential risk of this allocation scheme is 7.

We thus consider the following optimization problem:
Problem 2:

Min
X=[xij ]p⇥n

I =
1

2
tr(XT

RX) (9)

subject to
x

ij

2 {0, 1} (10)
nX

j=1

x

ij

= 1, for i = 1, 2, . . . , p (11)

pX

i=1

x

ij

s[i]  M [j], for j = 1, 2, . . . , n (12)

where X = [x
ij

] is an p⇥ n allocation matrix where x

ij

= 1
indicates clique i is assigned to host j and 0 otherwise.
Equations (10) and (11) together assume that a clique is
allocated to only one host. Inequality (12) indicates that the
total number of phone clones assigned to a host should be less
than its maximum capacity.

Problem 2 has the same structure of Problem 1 but has
less number of parameters. Since it is also NP-hard [19], we
propose a heuristic algorithm, called QP with Rounding, as
follows:

QP with Rounding: We relax the requirement (10) to allow
x

ij

as real numbers between 0 and 1; we then solve the relaxed
problem using quadratic programming. For the x

ij

values that
are either close to 1 or close to 0, we round them up or down
to 1 and 0, respectively. In the next round of iteration, we fix
those rounded values, and perform the same procedure again
until the convergence condition is met.

V. DYNAMIC MIGRATION OF PHONE CLONES

A. The Problem and The Basic Idea
In the previous section, we considered the static phone clone

allocation problem. In practice, covert channels need time to
build [28] [11]. As such phone clones, even those belonging
to strangers, can be safely allocated together during a certain
time period. In other words, the risk of covert channels is time
dependent.

To address dynamic risk changes over time, we consider
the fact that the risk of covert channel attacks becomes higher
when two phone clones that initially have no communication
link stay too long on the same host. We introduce a decay
function f(t) and a decay matrix D(t) = [d

ij

]
m⇥m

for this
purpose. If phone clones i and j have a communication link,
then d

ij

(t) = 1, otherwise d

ij

(t) = f(t). The function f(t) 2
[0, 1] is the decay function where t indicates the time duration
when phone clones i and j stay on the same host. It is a
non-increasing function with f(0) = 1.

Accordingly, we use D̄(t) to denote the complementary
matrix of D(t), i.e., D̄(t) = [d̄

ij

(t)]
m⇥m

= [1� d

ij

(t)]
m⇥m

,

and X(t) to denote the allocation matrix at time t. The n⇥n

indicator matrix also becomes time variant and is calculated
as I(t) = X

T (t)D̄(t)X(t).
We introduce a time-variant risk indicator vector to model

the dynamic risk states of the system:
Definition 2: (Time-variant risk indicator vector): Assume

that at time t, the indicator matrix of the system is I(t).
The time-variant risk indicator vector of the system at time
t, I

v

(t) = 1
2diag(I(t)), where diag(.) returns a vector with

values as the diagonal elements of a matrix. The i-th value in
I
v

(t) reflects the risk value on host i at time t.
Note that unlike potential risk, which is a constant for a

given allocation scheme, the values in I
v

(t) changes over time.
We call the system is resilient to covert channel attacks if

the following condition holds:

max(I
v

(t))  �, (13)

where max(.) returns the largest element in a vector. When
this condition is violated, we need to migrate some phone
clones and answer the following problem: how can we main-
tain the resilience of the system with the minimum number of
phone clone migrations?

To solve the problem, we propose an event-driven heuris-
tics method, i.e., phone clone migration is triggered by the
violation of condition (13). Once the phone clone migration
is required, the process consists of three steps:

1) Select hosts with the risk value higher than the threshold.
These hosts are called risky hosts.

2) Select phone clones from the risky hosts for migration.
The selected phone clones are called risky phone clones.

3) Reallocate the risky phone clones.

B. Step 1: Selection of Risky Hosts

After obtaining the time-variant risk vector I
v

(t), the risky
hosts can be identified easily by checking the i-th value (1 
i  n) in the vector. Note that the i-th value in the time-variant
risk indicator vector represents the risk value of host i.

C. Step 2: Selection of Risky Phone Clones

In this step, we determine the risky phone clones that need
to migrate to other hosts.

For each risky host, we calculate the minimum number of
phone clones for migration such that the risk value on the host
remains below the threshold �. Assume that there are l phone
clones in a chosen risky host k. We construct a l⇥ l submatrix
of D(t), denoted as D

s

(t), which is obtained by selecting the
l rows and l columns from D(t) corresponding to the phone
clones in risky host k. We consider the complementary matrix
D

s

(t) = 1l⇥l �D

s

(t), where 1
l⇥l

is a l ⇥ l matrix with all
1s.

We try to minimize the number of migrations such that the
risk indicator value on host k remains below the threshold �.
We thus consider the following optimization problem:



Problem 3:

Min
Zl⇥1

�11⇥l

Z (14)

subject to
z

i

2 {0, 1} (15)
1

2
Z

T

D

s

(t) Z < �, (16)

where Z is a l ⇥ 1 vector where Z[i, 1] = z

i

= 0 indicates
phone clone i is selected for migration and 1 otherwise.
Equation (14) tries to minimize the number of phone clone mi-
grations. Inequality (16) ensures that the risk of the remaining
phone clones on the host is less than the threshold �.

Problem 3 belongs to the category of integer linear pro-
gramming with quadratic constraints, which is hard to solve.
We propose a greedy algorithm as follows: At each step, the
greedy algorithm selects a phone clone with the maximum
risk value, and removes it from the host until the risk value
on the host drops below the threshold �. We run the above
algorithm for each risky host separately and select the risky
phone clones from each risky host. In the next step, we try to
reallocate these risky phone clones to minimize the total risk
in the system.

D. Step 3: Migration of risky phone clones
In this step, we reallocate the risky phone clones to the other

hosts to minimize the potential risk. Suppose, in the previous
step, we have selected a total of q risky phone clones from
risky hosts. To migrate the risky phone clones, we need to
consider the potential risk of allocating phone clones to hosts
and the potential risk among these q risky phone clones.

The potential risk between a risky phone clone and a host
can be measured by the matrix R1 = [r1

ij

]
q⇥n

, where r

1
ij

is
the total number of missing edges in the communication graph
between the risky phone clone i and the phone clones that are
currently residing on host j.

There is another potential risk when reallocating two risky
phone clones to the same host. The potential risk between two
risky phone clones is measured by the matrix R2 = [r2

ij

]
q⇥q

,
such that r

2
ij

= 0 if the risky phone clone i and the risky
phone clone j have a communication link, and 1 otherwise.

We need to solve the following problem:
Problem 4:

Min
U=[uij ]q⇥n

1

2
tr(UT

R2U) +
1

2
tr(RT

1 U) (17)

subject to
u

ij

2 {0, 1} (18)
nX

j=1

u

ij

= 1, for i = 1, 2, . . . , q (19)

qX

i=1

u

ij

 C[j], for j = 1, 2, . . . , n (20)

where U = [u
ij

] is an q ⇥ n reallocation matrix where u

ij

=
1 indicates risky phone clone i is assigned to host j and 0
otherwise.

Equation (17) is the objective function to measure the risk
of reallocation scheme, in which the first term 1

2 tr(U
T

R2U)
measures the potential risk of reallocating two risky phone
clones to the same host, and the second term 1

2 tr(R
T

1 U)
measures the potential risk in reallocating a risky phone clone
to a host. Equations (18) and (19) assume that a risky phone
clone is reallocated to only one host. Inequality (20) indicates
that the total number of risky phone clones assigned to a host
should be less than its remaining capacity.

Mathematically, Problem 2 and Problem 4 belong to the
same category of integer quadratic programming, and thus
can be solved with the same heuristic algorithm introduced
in Section IV.

Remark 3: There are generally two concerns in phone clone
migration: (1) the migration of a risky phone to a new host
might trigger more migrations in the new host, and as such
the migration process may not converge to a stable solution;
(2) phone clone migration may degrade QoS performance.
Nevertheless, the problem in the first concern will not happen,
because phone clone migration is triggered by the violation of
condition (13). By default, the decay function f(0) = 1. That
means, when a risky phone clone is re-allocated to a new host,
it will not trigger further migration in a short period of time.
Further migration is required in the future only when strangers’
phone clones stay too long in the same host. By minimizing
the potential risk calculated with (17), we minimize the chance
for future migration. Regarding the second problem, we can
schedule the phone clone migration only when the target phone
clone is not being used by mobile users.

VI. PERFORMANCE EVALUATION

A. Simulation Model
We perform comprehensive simulation to evaluate the per-

formance of our phone clone allocation and migration algo-
rithms.

We need to select a decay function f(t) to model the risk of
co-placing a pair of phone clones that do not have mutual trust
for a continuous time interval t. Zhang et al. [28] and Gligor et
al. [11] pointed out that time is needed to establish cross-VM
covert channels, including the time spent on compromising the
victim VM which leaks data. The time required to establish a
covert channel between an arbitrary pair of co-resident VMs
is random. Without pre-knowledge of such a random variable,
we resort to the common practice that assumes the random
variable to be normally distributed. Therefore, the decay
function can be modeled using the cumulative distribution
function of normal distribution. To simplify the calculation,
we estimate this decay function using a Sigmoid function as
follows:

f(t) = 1� 1

1 + ✓ · e�b(t�a)
(21)

Where ✓ is a fixed large positive number to bring f(0) close
to 1. Then, a and b are adjustable parameters, which control
the shape of the decay function. Note that the proposed decay
function is just a good example, and other types of decay
functions could be used. In our simulation, we set ✓ = 100000,
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a = 0, and b = 1. Note that we only use the above function as
an example, and other functions could be applied within our
framework. The “right” selection of decay function depends on
the statistical analysis and modelling of covert channel attacks
and is beyond the scope of the paper.

We test our algorithms with different communication graph
models: the random graph model and the Barabsi-Albert (BA)
graph model [5], both of which have been used to model the
relationship among online users. In the random graph model,
each pair of phone clones are assigned a communication link
with a probability. In the Barabsi-Albert graph model, the
graph begins with an initial connected network of n0 phone
clones. New phone clones are added one at a time, and each
new phone clone is connected to n

e

(n
e

 n0) existing phone
clones with a probability that is proportional to the number of
links that the existing phone clones already have.

B. Performance of Phone Clone Allocation
We compare our phone clone allocation algorithms with

a naı̈ve random method. In the random method, each phone
clone randomly selects a host that has free space to join.

Fig. 4 shows the potential risk with a random communi-
cation graph generated with the link probability of 50%. The
theoretical lower bounds are obtained using Theorem 1 with
the probability no less than 98%. When the number of phone
clones is small (say smaller than 50), all methods have similar
performance. This is because the system has enough capacity
to avoid risky allocation. When the number of phone clones
becomes large, the maximum-conflict-first algorithm works the
best and its performance is very close to the theoretical lower
bound. This implies that (1) Theorem 1 provides very tight
probabilistic lower bound, and (2) our maximum-conflict-first
and QP with rounding algorithms are nearly optimal.

C. Performance of Phone Clone Migration with Random
Graph

We test if our phone clone migration scheme can maintain a
low risk level with a small number of phone clone migrations.
In the first test, we use the random communication graph
generated with the link probability of 50%. The number of
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Fig. 5. Normalized number of phone clone migration

hosts is set to 10; each host has a maximum capacity of
50 phone clones. We change the number of phone clones
from 20 to 200 and change the risk threshold in each host
from 2 to 30. We measure the normalized number of phone
clone migrations, which is calculated as the total number of
migrations divided by the number of phone clones.

From the results shown in Fig. 5, we can see that although
a smaller � value or a larger number of phone clones results
in more phone clone migrations, the normalized number of
phone clone migrations is low, e.g., in the worst case (200
phone clones and � = 2), the average number of phone clone
migrations is small in the long term. We also test “heavier”
cases by reducing the number of hosts and increasing the num-
ber of phone clones, and we observe the similar phenomenon.

To further illustrate the dynamic behavior of phone clone
migration, we set the number of phone clones as 100 and
randomly select 2 hosts and show the dynamic change of time-
variant risk indicator in the two hosts when the risk threshold �

is set to 3. It is clear from Fig. 6(a) that when the time-variant
risk indicator in one host increases above the threshold, the
migration algorithm kicks in to trigger phone clone migration
so that the risk is reduced below the threshold value. Fig. 6(b)
shows the number of migrations on three randomly selected
hosts. Since phone clone migration is triggered only when the
time-variant risk indicator in a host becomes higher than the
threshold, we measure the number of migrations every 20 unit
time. We have observed that our phone clone migration scheme
can maintain a low risk level in all hosts. In addition, we have
observed that no host or phone clone behaves significantly
different from others, which suggests that our scheme does
not penalize a particular host or a particular phone clone with
more migrations.

Fig. 6(c) shows the total number of migrations in all hosts.
We can easily see that the system is pretty stable in the sense
that no sudden large number of phone clone migrations is
required. This type of stability is important for ease of system
management.

D. Phone clone migration with the BA graph model
We also test the scenarios where the communication graph

of phone clones follows the BA model, by setting the model
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Fig. 6. The dynamic changes of time-variant risk indicator and number of phone clone migrations with the random communication graph
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Fig. 7. The dynamic changes of time-variant risk indicator and number of phone clone migrations with the BA communication graph

parameters n0 = 5 and n

e

= 4. Other system settings are
the same as in the previous section. Fig. 7(a) shows the dy-
namic changes of time-variant risk indicator on two randomly
selected hosts; Fig. 7(b) shows the number of migrations of
three randomly selected hosts; Fig. 7(c) shows the total number
of phone clone migrations in all hosts. From the figures, we
observe the phenomena similar to those obtained with the
random graph model.

VII. CONCLUSIONS

Cloud computing opens a new era for mobile communica-
tions industry. Mobile users are presented with the great oppor-
tunity of utilizing the abundant computing resources in cloud
to execute powerful applications. One way to harness this
opportunity is to build phone clones in cloud and allow users
to offload computation intensive tasks to the phone clones.
Associated with the enhanced services to users, however, is
the potential information leak over the cloud. In this paper,
we systematically study this problem and develop SWAP: a
security aware provisioning and migration scheme for phone
clones. We solve the core technique challenges in SWAP
and develop algorithms that have been demonstrated to work
effectively for phone clone allocation and migration.
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APPENDIX: PROOFS

A. Proof of Lemma 1
Proof: Given a phone clone allocation scheme

m1,m2, . . . ,mn

, where m

i

(i = 1, 2, . . . , n) is the number
of phone clones allocated to host i, we have m

i

> 0
and m =

P
n

i=1 mi

. Since the communication graph is
(k, h)-sparse, every subset of m

0  m vertices spans at most
km

0 � h edges. Because the total number of possible links
among the phone clones on host i is mi(mi�1)

2 , the potential
risk at host i, denoted by I

i

, satisfies:

I
i

� m

i

(m
i

� 1)

2
� (km

i

� h).

We thus obtain the potential risk of the allocation scheme:

I =

nX

i=1
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B. Proof of Theorem 1
Proof: Given a phone clone allocation scheme

m1,m2, . . . ,mn

, where m

i

(i = 1, 2, . . . , n) is the number
of phone clones allocated to host i, we have m

i

> 0 and
m =

P
n

i=1 mi

. Denote the number of links among the phone
clones on host i as L

i

. Since the communication graph is a
random graph with link probability of p

l

,

E[L
i

] ⌘ µ = p

l

m

i

(m
i

� 1)

2
. (22)

Since the links in a random graph are independent, based on
Chernoff bound, 8✏

i

h > 0(✏ > 0),

Pr{L
i

� µ(1 + ✏

i

h) < (
e

✏ih

(1 + ✏
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h)(1+✏ih)
)u

Since ✏

i

h > 0, we can use e

�u(✏ih)
2
/3 to approxi-

mate ( e

✏ih

(1+✏ih)(1+✏ih) )
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i

h  1, we have
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2
/3 and ( e

✏ih

(1+✏ih)(1+✏ih) )
u is less than 3%.

Therefore, it is appropriate to use e

�u(✏ih)
2
/3 to approximate

( e

✏ih

(1+✏ih)(1+✏ih) )
u. We have
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Equivalently,

Pr{L
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h)} � 1� e
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2
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Following the same reasoning in Lemma 1, the potential risk
at host i, denoted by I

i

, satisfies:

Pr{I
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Since Inequality (23) holds for all ✏
i

> 0, we set

✏

i

=
1

m

i

(24)

Replacing (22) and (24) into (23), we have
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Note that the right-hand side is due to the fact that 1
m

 1
mi

.
Since I =

P
n

i=1 Ii, we have
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That is,
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