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Abstract. Most Active Queue Management (AQM) algorithms based on con-

trol theory have difficulty in obtaining desirable performance once the network 

conditions or the traffic patterns change out of the presumed ones they are de-

signed for. To address these problems, a new self-tuning AQM algorithm called 

STR is proposed in this paper. STR has the ability of keeping minimum vari-

ance between the instantaneous queue length of the router and the reference 

value by estimating the parameters of the model of controlled object online and 

adjusting the packet drop probability accordingly. The performance of STR is 

evaluated through extensive simulations. The results show that STR is robust 

against the great changes of the network parameters and the traffic load. 

1 Introduction 

Congestion control is very important to the stability and scalability of Internet. To 
improve the performance of traditional end-to-end congestion control, IETF (Internet 
Engineering Task Force) strongly suggests using active queue management (AQM) in 
routers [1]. RED (Random Early Detection) is one of the well-known AQM algo-
rithms [2]. Many simulations and tests show that the performance of RED is very 
sensitive to its parameter settings [3]. This is considered partly due to lack of system-
atic analysis during the design of RED. In view of this, many AQM algorithms based 
on control theory have been proposed in recent years [4-11]. These algorithms are 



usually characterized by simple implementation and easy configuration. However, 
they have some disadvantages. For example, these algorithms are usually designed 
based on the linearized model of the controlled object, which is made up of TCP 
(Transmission Control Protocol) and the queue dynamics. While the accurate model 
of the controlled object is nonlinear and time-varying in real networks. The inaccu-
racy of the model will lead to dissatisfied performance for AQM algorithms espe-
cially in terms of robustness and stability. Moreover, the parameters of most AQM 
algorithms are determined according to some specific network conditions. When the 
real network condition is far from that presumed, the performance of the algorithm 
will become unpredictable. In view of the fact that AQM algorithms with fixed pa-
rameters are not very suitable for the highly variable network conditions, some adap-
tive AQM algorithms have been proposed recently [12]. Unfortunately, they cannot 
solve the problems thoroughly. 

The rest of this paper is organized as follows. In section 2, we describe the design 
of STR in detail. In section 3, the performance of STR is evaluated through 
simulations. Finally, we give the conclusions in section 4. 

2 The Self-tuning Active Queue Management 

Through detailed analyses, we find that it seems impossible to establish accurate 
model of TCP and the queue dynamics with fixed parameters. To efficiently control 
congestions even if the network conditions change widely, the AQM algorithm should 
identify the parameters of the controlled object timely and adjust the control laws, i.e. 
the packet drop probability, accordingly. So we use the self-tuning regulator to design 
AQM algorithm, which combines the recursive least square parameter identification 
and the minimum variance control as illustrated in Fig.1. In TCP/AQM system, the 
reference input r of the system is the reference queue length. The controlled object is 
made up of TCP window adjustment scheme and the queue dynamics. And the input u 
and output y of the controlled object is the packet drop probability and the queue 
length respectively. The estimator identifies the parameters of the model of controlled 
object. The regulator adjusts the packet drop probability according to the identified 
parameters. The estimator and regulator compose the self-tuning AQM algorithm. 
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Fig. 1. Structure of self-tuning regulator 

Now we will give the design of STR in detail. First of all, two key parameters of 
the system should be determined. One is the order n of the controlled object. The 
other is the delay d from the input of the controlled object to its output. If the parame-
ters n and d of a system are unknown, it is feasible to select large values for them 
[13]. In [6], the differential equation model of TCP and queue dynamics is linearized 
about the operating point and a second-order system model is gained. So n can be se-
lected as 2. Considering the stochastic disturbance frequently occurred in the network, 
we choose n=3 to guarantee the convergence of the parameter identification. In 
TCP/AQM system, the packet drop rate will delay one RTT (Round Trip Time) be-
fore affecting the queue length. To decrease the number of parameters which require 
identifying, we choose the sample cycle T=RTT. Then the delay between the packet 
drop and the change of the queue length is one sample cycle, namely d=1. 

After determining n and d, the controlled object can be represented by: 
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where q(k) is the queue length and p(k) is the packet drop probability. 
Equation (1) can be rewritten as: 
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Calculating the variance between q(k+1) and the reference value q0, we yield: 
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We have the following condition when the minimum variance is gained: 
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Then, we get the packet drop probability of STR: 
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where  is the estimated value of b
0b̂ 0 and  is the estimated value of θ̂ θ . To sim-

plify the parameter identification and guarantee its convergence, we will determine 
the value of b0 by experiments and use the basic least squares method to estimate . 
Since  is variable rather than constant in real networks, we will use the recursive 
parameter identification algorithm with forgetting property which is suitable for the 
slowly variable parameter estimation. The estimation method is represented by: 
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where λ  is the “forgetting factor” ranging between 0.95 and 1. Generally, let 
,0)0(ˆ =θ IH α=)0( , where α  is positive and large enough and I is a unit matrix. In 

TCP/AQM system, we will change the value of λ  as follows [13]: 
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where, 0λ  is the lower bound of λ  and set to 0.95. E is a constant. )(kε  is the pre-

diction error and defined as follows: 
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3 Simulations 

We implement STR algorithm in NS simulator and compare its performance with PI 
and ARED. The network topology is shown in Fig.2. The propagation delays of con-
nections range between 40 ms and 240 ms. The link between routers r1 and r2 is the 
only congested link with the capacity being 100 Mbps and the delay being 10 ms. The 



buffer size of the routers is 800 packets, with the average packet size being 500 bytes. 
The flows from si to di are forward, while those from di to si are backward. The refer-
ence queue length of STR and PI is 100 packets. For STR, E=20, . The pa-

rameters of PI are selected according to [7]. The minimum and maximum queue 
thresholds of ARED are 50 packets and 150 packets respectively.  
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Fig. 2. Network topology used in the simulations 

In the first experiment, we evaluate the responsiveness and robustness of STR 
when the traffic load changes. At the beginning of the simulation, there are 500 for-
ward TCP flows. At t=100s, 450 TCP flows stop. And at t=200s, the stopped 450 
TCP flows started again. The queue dynamics of STR, PI and ARED are depicted in 
Fig.3. It’s easy to find that STR can keep small queue length and oscillations in either 
heavy or light load condition. For PI, the buffer is almost full when the traffic load is 
heavy. It however becomes empty frequently when the traffic load is light. For 
ARED, the queue oscillations are very large in heavy load condition. 

The second experiment evaluates the performance of STR when the unresponsive 
flows and short TCP flows exist. At the beginning of the simulation, there are 100 
FTP flows. At t=100s, 50 ON/OFF flows based on UDP protocol and 300 web flows 
based on HTTP protocol started simultaneously. The queue dynamics of STR, PI and 
ARED are shown in Fig.4. We can find that the queue length of PI increases abruptly 
and changes in a wide range when the ON/OFF flows and web flows exist. The queue 
oscillations of ARED become large. On the contrary, both the queue length and 
oscillations of STR remain small all the time. 



 

Fig. 3. Queue dynamics when the traffic load changes 

 

Fig. 4. Queue dynamics under mixed traffic 

In the last experiment, all the routers in Fig.2 use AQM algorithm with the same 
configuration. At the beginning of the simulation, there are 100 forward TCP flows. 
At t=100s, 100 backward TCP flows joined. The queue dynamics of STR, PI and 



ARED are shown in Fig.5. When the backward traffic is active, the queue length of PI 
becomes unstable and the queue oscillations of ARED also become large. In contrast, 
both the queue length and the oscillations of STR have no evident changes. 

 

Fig. 5. Queue dynamics under bi-directional traffic 

We also evaluate the performance of STR when the capacity of the bottleneck link 
is small, i.e. 15 Mbps. The results are similar to those described above. For space 
limitation, we don’t show them here. 

4 Conclusions 

This paper proposes a new self-tuning active queue management algorithm called 
STR. Through estimating the parameters of the model of controlled object online and 
adjusting the packet drop probability accordingly, STR can minimize the variance 
between the transient queue length and the reference queue length, and eliminate the 
limitation of configuring AQM algorithms according to some specific network condi-
tions. The results of the extensive simulations indicate that STR can keep the queue 
length at low level and achieve high link utilization simultaneously even when the 
network conditions change widely. 
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