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Abstract—Flexible-grid Elastic Optical Networks (EONs) have
been widely deployed in recent years to support the growing
demand for bandwidth-intensive applications. To address this
cost-efficiently, optimized utilization of EONs is required. Next-
generation bandwidth-variable transceivers (BVTs) will offer
increased adaptivity in symbol rate as well as modulation through
probabilistic constellation shaping. In this work, we therefore
investigate the impact of increased configuration granularity on
various aspects of optical networks. We account for practical
implementation considerations of BVT configurations for the
estimation of the required signal-to-noise ratio. Additionally, an
optimization algorithm is presented that selects the most efficient
configuration for each considered data rate and bandwidth
combination. Based on the advanced transceiver configurations,
we conduct a network planning study using a physical-layer-
aware algorithm for flexible-grid EONs, and present results for
a national and a continental optical backbone network topology.
Our research demonstrates that a rise in modulation rate
adaptivity results in substantial savings in resources, decreasing
the number of necessary lightpaths by as much as 20% in EONs.
In contrast, increased symbol rate granularity only results in
minor savings.

Index Terms—Network Planning, Elastic Optical Networks,
Probabilistic Constellation Shaping

I. INTRODUCTION

Optical networks are the backbone of today’s telecommuni-
cations, supporting bandwidth-intensive applications such as
high-resolution video streaming, 5G, and autonomous driv-
ing. To meet the constantly increasing traffic demands, cost-
efficient solutions for capacity scaling are essential. Flexible-
grid Elastic Optical Networks (EONs) have been widely
deployed in recent years, thanks to the development of
bandwidth-variable transceivers (BVTs). The increase in the
symbol rate per wavelength has been the main driver of reduc-
ing the cost per bit and power consumption, leading to the de-
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velopment of coherent optical transceivers that support symbol
rates of up to 140 GBd [1]. However, these large bandwidths
also come with highly challenging requirements, particularly
for the radio-frequency electronics on the transceiver. It is
currently uncertain for how much longer such scaling of the
symbol rate will remain technically feasible and economically
sensible.

Increasing the maximum data rate configuration of BVTs by
increasing the symbol rate primarily improves efficiency for
large traffic demands on short-distance links with high signal-
to-noise ratio (SNR). Optical long-haul backbone networks
often include demands between node-pairs whose distance
can vary from less than hundred to several hundred or even
thousand kilometers. An efficient utilization of these networks
requires a variety of BVT configurations, defined as combina-
tions of symbol rate and modulation format. Advances in rate
adaptivity for modulation and symbol rate will allow for fine
granularity of configurations in next-generation BVTs [2]. In
this context, the modulation rate adaptivity is achieved through
probabilistic constellation shaping (PS) [3]. While these ad-
vances in rate adaptivity will enable cost-efficient capacity
scaling using existing optical line system (OLS) resources,
they also come with additional complexity for planning and
operating networks.

Potential benefits of increased rate adaptivity in modulation
format using PS have been studied in fixed-grid networks
[4], [5]. A potential for significant resource savings has been
shown for the use of advanced transmission modes using PS,
limited to a channel spacing of 75 or 100 GHz [6]. Further-
more, benefits of PS have also been evaluated in multicore
fiber networks [7], and for online planning in dynamic optical
networks [8]. A software defined networking-based optical
network planning framework for the adaption of a PS-capable
BVT according to optical SNR (OSNR) has been demonstrated
in a field trial [9]. Several approaches to network planning for
flexible-grid EONs have been proposed [10], [11]. The benefits
of high-symbol rate next-generation BVTs using traditional
modulation formats have also been studied [12].
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In this work, we investigate the impact of a further increased
configuration granularity on optical networks. We pursue a
practical approach to the estimation of the required SNR of PS
transmission modes by taking into account a practical forward
error correction (FEC) code together with realistic implemen-
tation penalties and design choices. PS transmission modes
with base constellations of up to 64 QAM, as implemented
in commercially available BVTs, are considered. For further
preparation of the network study, an optimization algorithm
that selects BVT configurations for a targeted granularity in
data rate and bandwidth is presented. For each data rate and
bandwidth combination, the algorithm chooses the configura-
tion leading to the lowest required SNR. Finally, a physical-
layer-aware network planning algorithm [11] for flexible-
grid EONs is used to conduct a network planning study on
the Nobel-Germany and the Nobel-EU topologies [13]. We
show that an increased modulation rate adaptivity leads to
significant savings in required number of lighpaths (LPs) of up
to 20%. Furthermore, underprovisioning is reduced by up to
15 percentage points for high requested traffic thereby using
the available spectrum more efficiently. An increase in symbol
rate granularity on the other hand achieves smaller savings of
up to 5% in LPs while significantly increasing the planning
complexity.

II. PREPROCESSING OF CONFIGURATION

In physical-layer-aware network planning, feasible config-
urations of a LP are determined by their minimum signal-
to-noise ratio (SNR) necessary for error-free transmission
(required SNR). The required SNR is determined by the
theoretical SNR limit given the forward-error-correction over-
head (FECOH) as well as implementation penalties which are
dependent on the modulation format and the symbol rate. In
Section II-A we present the calculation of an upper bound of
the required SNR for all configurations across different symbol
rates and probabilistically shaped modulation formats with
variable base constellation size. In Section II-B, the results are
used to select only the relevant configurations for a targeted
granularity in data rate and symbol rate steps.

A. Required SNR of Probabilistically Shaped Modulation For-
mats

Probabilistically shaped quadrature amplitude modulation
(PS QAM) has the significant advantage of enabling fine
information rate adaptation while employing a single FEC
code. This advanced signaling technique is usually imple-
mented together with a high-performance soft-decision FEC
(SD-FEC) code and the net data rate (DRnet) is adjusted by
tuning the entropy of the transmitted signal, which describes
the number of information bits per QAM symbol. Thus, it is
offering better performance and finer granularity compared to
uniform QAM combined with variable-rate FEC codes [3].
This mode of operation requires precise assessment of the
achieved DRnet and of the related signal quality required at
the receiver for each configuration considered for successful

network planning. For each configuration, DRnet is computed
for dual-polarization signals as [3]

DRnet = 2Rsym

[
H − log2(M)

(
1− 1

1 + FECOH

)]
, (1)

where M is the size of the base QAM constellation, H is the
entropy of the signal and Rsym is the symbol rate.

Two important observations have to be made when ana-
lyzing (1): (i) For a fixed non-ideal FEC code, there is a
loss in information rate for larger base constellations which
is approximately proportional to log2(M) [14]. This point,
together with the larger implementation penalty associated
with higher order modulation, motivates the use of the smallest
base constellation that can provide the required entropy as a
practical implementation choice. (ii) Increasing the constella-
tion entropy H , increases DRnet, with the upper bound being
uniform M-QAM leading to H = log2(M) → DRnet =
2Rsym log2(M)/(1 + FECOH). This results into an effective
increase in the exchanged amount of information only if error-
free operation is preserved. Clearly, for the same symbol
rate, configurations with higher entropy require better received
signal quality.

To predict accurately from pre-FEC data if a received
signal can be decoded without errors with a given SD-
FEC code, information theoretical metrics such as the nor-
malized generalized mutual information (NGMI) [15] and
the asymmetric information (ASI) [16] have been devised.
These quantities provide excellent estimators of post-FEC
performance irrespective of the modulation format and the
FECOH considered, but have the disadvantage of being less
practically translatable into network-level requirements. More
conventional and intuitive performance metrics are instead the
pre-FEC bit-error-ratio (BER) and the required SNR. The pre-
FEC BER is known to be an accurate performance estimator
for systems with hard decoding FEC (HD-FEC) but when used
to predict the performance of SD-FEC it leads to a variable
pre-FEC BER threshold for different modulation formats, with
its variability increasing for higher FECOH [15]. However,
the pre-FEC BER has shown to provide quite consistent
predictions across PS QAM formats even for large FECOH
≤ 50% [16].

The solution that we adopt is to consider an established
FEC code [17] with FECOH = 27%, and conservative values
for the coding gap (≈ 0.08) and the pre-FEC BER threshold
(= 3.5%). The latter value is certified as a worst case pre-FEC
BER that enables successful decoding across the considered
modulation formats. Once a given PS QAM signal distribu-
tion is known, it is then possible to translate the pre-BER
requirements into conventional SNR requirements assuming
additive white Gaussian noise. The outcome of this process
is a modulation-dependent SNR margin, which is anticipated
to have only slight variations across configurations. This
considerably simplifies network planning by enabling the use
of SNR as the metric for estimating the quality of transmission.
The SNR is calculated, taking into account OSNRTX, ASE
noise from the amplifiers, and interference due to the fiber
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nonlinearities, computed by the closed-form GN model [18].
Additionally, to calculate the required SNR, an implementation
penalty for the modulation format of the base constellation is
included (1 dB for QPSK, 1.5 dB for 16 QAM and 2 dB
for 64 QAM). A second implementation penalty is added as a
linear function of the symbol rate, assuming 0.5 dB penalty per
35 GBd, starting with no penalty for a 35 GBd LP. Therefore,
it is computed as

PenaltyRsym
= 0.5 dB

Rsym − 35 GBd
35 GBd

. (2)

B. Pre-selection of Configurations

We assume that next-generation BVTs will be capable
of low-granularity modulation rate adaptivity (0.1 bit/symbol
steps between 2 and 6 bit/symbol of entropy) and a tunable
symbol rate between 35 and 140 GBd in steps of 2 GBd
[2]. Thereby, 2080 different configurations are possible. The
number of useful distinct configurations depends on the tar-
geted data rate granularity of the network operator as well as
the spectral slot width in the network. Flexible-grid optical
networks are usually operated with a spectral slot width of
12.5 GHz while we assume a slot width of 3.125 GHz for
next-generation EONs. Furthermore, a data rate granularity of
50 Gbit/s is assumed for the network planning studies while we
investigate the effect of three different symbol rate granulari-
ties. We assume a pulse roll-off of 5% a minimum bandwidth
of 37.5 GHz and a maximum bandwidth of 150 GHz. The
following rate adaptivity scenarios are investigated:

• Scenario 1) 4 possible bandwidth configurations of 37.5,
75, 112.5 and 150 GHz,

• Scenario 2) 10 possible bandwidth configurations with
12.5 GHz resolution,

• Scenario 3) 37 possible bandwidth configurations with
3.125 GHz resolution.

The required SNR (SNRreq) is computed as described in Sec-
tion II-A. In order to find the most useful configurations, for
each scenario, we start with all combinations of the considered
symbol rates and the possible entropies. For each of these
configurations, we consider the effective data rate (DReff),
defined as DRnet rounded down to the next 50 GBit/s step.
For each scenario, the relevant configurations are selected such
that once a DReff and Rsym combination is chosen, the entropy
that leads to the lowest SNRreq is chosen. For a given scenario,
we define D and S as the set of considered data rates and
symbol rates, respectively. Cs,d is the set of configurations with
DReff = d and Rsym = s. The set of considered configurations
are chosen by the pre-selection algorithm Alg. 1.

This method leads to 44, 115 and 423 considered configu-
rations for Scenario 1), 2) and 3) respectively. Fig. 1 shows
entropy and required SNR over symbol rate for all data rate
steps for Scenario 3). We can see that a wide range of symbol
rates and required SNR combinations are available for most
data rate combinations, enabling highly optimized spectral
usage depending on the LPs’ SNR.

Algorithm 1: Pre-selection Algorithm
Input : Configurations C, considered data rates D and

symbol rates S
Output: Pre-selected configurations Cconsidered

1 for d ∈ D do
2 for s ∈ S do
3 select c ∈ Cs,d with the lowest SNRreq

add c to Cconsidered
4 end
5 end
6 return Cconsidered
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Fig. 1. Entropy H (top) and required SNR (bottom) over symbol rate Rsym

for configurations with 50 Gbit/s data rate granularity and 3.125 GHz channel
bandwidth granularity corresponding to Scenario 3).

III. NETWORK PLANNING STUDY

In this section, the impact of modulation and symbol rate
adaptivity is analyzed in a network planning study on two
publicly available network topologies of different characteris-
tics (Tab. I), representing a national (Nobel-Germany) and a
continental (Nobel-EU) backbone network [13].

TABLE I
CONSIDERED NETWORK TOPOLOGIES [13].

Topology Nodes Links Demands Avg. Node Avg. Path
Degree Length

Germany 17 26 136 3.05 420 km
EU 28 41 378 2.92 1100 km

A. Setup

For the planning scenarios, the links are assumed to be
standard single-mode fiber (SSMF) links, consisting of 80 km



50 100 150 200 250
Aggregate Requested Traffic [Tbit/s]

50

100

150

200

250
Tr

af
fic

 [T
bi

t/s
]

a)
ART
Baseline
Scenario 1)
Scenario 2)
Scenario 3)

50 100 150 200 250
Aggregate Requested Traffic [Tbit/s]

125
150
175
200
225
250

# 
LP

s

b)
Baseline
Scenario 1)
Scenario 2)
Scenario 3)

50 100 150 200 250
Aggregate Requested Traffic [Tbit/s]

0

10

20

30

UP
 [%

]

c)
Baseline
Scenario 1)
Scenario 2)
Scenario 3)

40 60 80 100 120 140
Symbol rate [GBd]

0

20

40

60

80

100

# 
LP

s

d)
25 Tbit/s
125 Tbit/s
250 Tbit/s

Fig. 2. Planning results on Germany: a) provisioned traffic, b) number of deployed LPs, c) underprovisioning, and d) symbol rate distribution for Scenario
3).

spans with perfect attenuation compensation at the end of each
span by an EDFA with 5 dB noise figure. The transmit power
spectral density is considered constant for all symbol rates. As
a baseline scenario, we consider configurations with symbol
rates of 35, 70, 105 and 140 GBd and modulation format of
QPSK, 16 QAM and 64 QAM. This baseline is compared to
the three scenarios introduced in Section II-B using PS QAM
with different symbol rate granularity. We consider flexible
WDM grid networks in the C-Band, with 400 frequency slots
of 12.5 GHz each, for the baseline as well as Scenario 1)
and 2), whereas Scenario 3) uses 1600 frequency slots of
3.125 GHz each.

We consider aggregated traffic requests for source-
destination node pairs as demands. The demands are weighted
according to a traffic model based on the number of data
centers and internet exchange points in each ROADM loca-
tion [11]. To vary the network traffic demands, the individual
demands are scaled by the same factor in order to reach
different levels of aggregate requested network traffic (ART).
The routing, configuration, and spectrum assignment (RCSA)
algorithm [11] considers k = 3 shortest-path routing. The
spectrum is assigned according to the first-fit algorithm. The
configurations of each LP are chosen in order to minimize the
number of required LPs as primary and the used bandwidth
as secondary objective. Candidate configurations are chosen
based on the end-of-life (EoL) SNR, assuming a full spectrum
with interfering channels of 35 GBd symbol rate. The EoL
SNR is computed for each configuration that is valid with
respect to the linear SNR. Configurations with a required
SNR threshold lower than the computed SNR are considered.
After all LPs are placed, the SNR is recomputed with the
now known spectrum of each link to confirm the LP is valid
also considering the actual flexible-grid spectrum load [19].
For the analysis of the results of the network planning study,
we compare provisioned traffic, number of deployed LPs and

underprovisioning ratio (UP) for the different scenarios. UP is
defined as [11]

UP =

∑
d̃∈D̃

(
DRd̃ −

∑
lp∈LP

d̃
DRlp

)
∑

d∈D DRd
, (3)

where DRd is the requested traffic of demand d, and DRlp is
the data rate of the LP lp ∈ LPd provisioned to carry traffic for
demand d. Here, D̃ is the subset of demands where the LPs
lp ∈ LPd̃ cannot satisfy the requested traffic and it is formally
defined as:

D̃ =

d̃ ∈ D | DRd̃ −
∑

lp∈LP
d̃

DRlp > 0

 . (4)

Additionally, the number of deployed LPs per symbol rate is
compared at different levels of ART for Scenario 3).

B. Results

The network planning results on the Germany topology are
shown in Fig. 2. We observe that the baseline scenario shows
slightly higher overprovisioning up to 150 Tbit/s of ART
when compared to the rate adaptivity scenarios (Fig. 2 a)).
Overprovisioning occurs because the demanded data rates
are on a continuous scale, therefore the next higher feasible
data rate will be chosen to fulfill the demand. Since the
baseline scenario only considers three modulation format and
four symbol rate options some data rates cannot be achieved.
Therefore, slightly increased overprovisioning is observed. For
high ART, it can be seen that the provisioned traffic of the
baseline scenario drops below the ART first. The provisioned
traffic of all three rate adaptivity scenarios stays similar over
all ART values with Scenario 2) and 3) provisioning slightly
more traffic than Scenario 1) for ART above 200 Tbit/s.

Furthermore, a larger number of LPs is needed to fulfill all
demands. At 150 Tbit/s, the baseline scenario requires up to
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Fig. 3. Planning results on EU: a) provisioned traffic, b) number of deployed LPs, c) underprovisioning, and d) symbol rate distribution for Scenario 3).
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Fig. 4. Number of LPs per base constellation on EU for a) the baseline scenario, b) Scenario 1) , c) Scenario 2), and d) Scenario 3) at 200 Tbit/s ART.

20% more LPs than the rate adaptivity scenarios (Fig. 2 b)).
For the rate adaptivity scenarios it can be seen that for ART
below 200 Tbit/s Scenario 1) requires up to 5% more LPs
than Scenario 2) and 3) while at the highest considered ART
values a slightly lower number of LPs is deployed. Fig. 2 c)
explains this as it can be seen that the UP for Scenario 1) is
up to 5% higher than the UP that is observed for Scenario 2)
and 3). The baseline scenario shows significant higher UP of
up to 17 percentage points above the rate adaptivity scenarios
for ART above 150 Tbit/s.

These results show a significant benefit when considering
rate adaptivity over the baseline scenario as the number of
required LPs and UP is noticeably reduced while a higher ART
can be provisioned without underprovisioning. The benefit of
using a higher symbol rate granularity is relatively minor as
at 250 Tbit/s ART the difference in UP between Scenario 1)
and 3) is 4 percentage points while the difference between
Scenario 2) and 3) is only about 1 percentage point.

Fig. 2 d) shows the distribution of symbol rates over all
LPs for Scenario 3) over different levels of ART. It can be
seen that for a low level of ART (25 Tbit/s) the minimum
considered symbol rate of 35 GBd is chosen while for higher
ART, most LP configurations are either at 35 GBd or close
to the maximum considered symbol rate of 140 GBd. As the

high symbol rate configurations are generally more spectrally
efficient due to the absence of guard-bands between multiple
channels, these are chosen until one last LP is sufficient to
fulfill the remaining requested traffic for a demand. This last
LP will be chosen with the minimal possible symbol rate
in order to minimize spectral usage. These results explain
the lower differences between the rate adaptivity scenarios
with different symbol rate granularities when compared to the
benefits gained by modulation rate adaptivity, as the minimum
and maximum considered symbol rates will be chosen for the
majority of the deployed LPs.

As a continental network, the EU topology has a larger
number of nodes and demands than the Germany network and
more than double the average path length (Tab. I). The longer
paths lead to a lower capacity in this network, considering
the used traffic model. The network planning results for the
EU network as shown in Fig. 3 are consistent with our
observation on the Germany topology. A large difference
between the baseline and the rate adaptivity scenarios is
observed as we see more overprovisioning for low ART, until
the provisioned traffic drops below ART as the requested
traffic cannot be fulfilled at ART values above 75 Tbit/s
(Fig. 3 a)). The baseline scenario requires significantly more
LPs than the rate adaptivity scenarios (Fig. 3 b)) and the
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UP is up to 17 percentage points higher (Fig. 3 c)). The
differences between the rate adaptivity scenarios are again
smaller, although compared to the Germany network a larger
gap between Scenario 2) and 3) is observed for high ART as
UP differs by up to 4 percentage points. Fig. 3 d) shows that
while 35 GBd configurations are used almost exclusively for
low ART of 25 Tbit/s in Scenario 3), for higher ART values
the concentration of configurations at the lower and upper end
of the considered symbol rates is less pronounced than it is
for Germany. The significantly higher number of demands in
the EU network lead to a lower requested traffic per node pair
on average. Therefore the symbol rate options, that are not at
the extremes, are chosen comparably more often for the EU
network than for Germany. Therefore, the higher symbol rate
granularity of Scenario 3) shows a slightly higher benefit than
for Germany when compared to Scenario 1) and 2).

In Fig. 4 the number of placed LPs for each base con-
stellation is shown at 200 Tbit/s ART on the EU topology
for each scenario. We observe that only a few 64 QAM
channels are placed in the baseline scenario (Fig. 4 a)). In
contrast, around one third of the LPs use a 64 QAM base
constellation in Scenario 1) (Fig. 4 b)) going up to around
one half and two thirds for Scenario 2) (Fig. 4 c)) and 3)
(Fig. 4 d)), respectively. As a result, the spectral efficiency
is significantly improved compared to the baseline scenario.
The results on the Germany topology are consistent with the
results shown for EU, with an even higher share of 64 QAM
based configurations as the lower average path length enables
transmission of signals with higher entropy in the Germany
network.

IV. CONCLUSIONS

We investigated the impact of increased configuration gran-
ularity on optical networks by calculating the SNR require-
ments of bandwidth-variable transceiver configurations based
on probabilistically shaped modulation formats and taking
into account practical implementation aspects for the FEC
as well as realistic transceiver implementation penalties. An
optimization algorithm that selects the most efficient BVT
configurations for a targeted granularity in data rate and
bandwidth is presented. Results from a physical-layer-aware
network planning study on national and continental optical
backbone network topologies show that increased modulation
rate adaptivity leads to significant savings in resource usage
of up to 20% in the number of required LPs, making it a
cost-efficient solution for capacity scaling in optical networks.
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