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Abstract. As users become increasingly aware of the need to adopt
strong password, it brings challenges to digital forensics investigators
due to the password protection of potential evidentiary data. On the
other hand, due to human nature and their tendency to select memorable
passwords, which compromises security for convenience, users may se-
lect strong passwords by considering a permutation of dictionary words.
In this paper, we discuss the existing password recovery methods and
briefly present our previous work on the design of a time-memory trade-
off pre-computed table (Enhanced Rainbow Table) for efficient random
password recovery. We then propose the design of an Enhanced Dic-
tionary Based Rainbow Table to integrate the construction of dictio-
nary based permutated passwords and common passwords within the
Enhanced Rainbow Table, to incorporate the two promising password re-
covery approaches. We then present the analysis of the proposed method.
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1 Introduction

Being the most common authentication method, passwords are widely used to
protect valuable data and to ensure a secured access to systems/machines. How-
ever, the use of password protection presents a challenge for investigators while
conducting digital forensics examinations.

In some cases, compelling a suspect to surrender his password would force
him to produce evidence that could be used to incriminate him, thereby violat-
ing his right against self-incrimination. Therefore, this presents a problem for
the authorities. It is then necessary to have the capability to access a suspects
data without expecting his assistance.

While there exist methods to decode hashes to reveal passwords used to pro-
tect potential evidence, lengthier passwords with larger characters sets have been
encouraged to thwart password recovery. Awareness of the need to use stronger
passwords and active adoption have also rendered many existing password re-
covery tools inefficient or even ineffective.

The more common methods of password recovery techniques are based on
brute force, dictionary attack, breaking hashing algorithms and rainbow tables.

In the brute force attack, every possible combination of the password char-
acters in the password space is attempted for a match search. It is an extremely
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time consuming process. However, due to its exhaustive generation and search,
the password will be recovered eventually if sufficient time is given. Cain and
Abel (Cain and Abel, 2011), John the Ripper (John The Ripper, 2011) and LCP
(LCPSoft, 2011) are popular tools that support brute force attacks.

The dictionary attack method involves loading a file of dictionary words (and
performing permutation optionally) into a password recovery tool to search for
a match of their hash values with the stored one. If the password is not a dic-
tionary or permutated dictionary word, the recovery would fail.

Research attempting to discover and identify the weaknesses of hashing al-
gorithms have also been useful in passwords or encryption keys recovery. This
method is based on the collision of hashes in specific hashing algorithms (Con-
tini, 2006; Fouque, 2007; Sasaki, 2007; Sasaki, 2008). However, they are highly
complex and time consuming for use during time-critical forensics investigations.
The methods are only applicable to specific hashing algorithms.

The time-memory tradeoff method (Hellman, 1980) is a hybrid of brute force
attack and precomputed tables. A large number of passwords are repeatedly
hashed and reduced to form password chains. Only the head and tail of these
chains are stored. During recovery, the password hash goes through a series
of reduction and hashing until a match with one of the stored tails is found.
Passwords encrypted with hashing algorithms such as LM or NTLM used for
Windows login (Todorov, 2007), MD5 (Rivest, 1992), SHA-2 (NIST, 2002) and
RIPEMD-160 (Dobbertin, 1996) are susceptible to this recovery method.

The rainbow table method (Oechslin, 2003; Thing, 2009; Weir 2009; Ying,
2011) is similar to, and falls under the class of time-memory tradeoff method.
The difference is that different reduction functions are used at each step of the
chain generation, so as to minimise the collision of merging chains. Therefore,
the success rate of password recovery can be higher.

In this paper, we first present our time-memory tradeoff rainbow table method,
the Enhanced Rainbow Table, which shows promising performance and results
(that is, in terms of success rate and recovery speed) during password recovery
compared to existing work. We then propose the design of a novel Enhanced
Dictionary Based Rainbow Table by including the generation of permutated
dictionary words in the algorithm. We then analyse the proposed method.

2 Background

The idea of a general time-memory tradeoff was first proposed by Hellman in
1980 (Hellman, 1980). In the context of password recovery, we describe the Hell-
man algorithm as follows.

We let X be the plaintext password and Y be the corresponding stored hash
value of X. Given Y, we need to find X, which satisfies h(X) = Y, where h is a
known hash function. However, finding X = h=1(Y) is feasibly impossible since
hashes are computed using one-way functions, where the reversal function, h=!,
is unknown. Hellman suggested taking the plaintext values and applying alter-
nate hashing and reducing, to generate a pre-computed table.
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For example, the corresponding 128-bit hash value for a 7-character password
(composed from a character set of English alphabets), is obtained by performing
the password hashing function on the password. With a reduction function such
as H mod 267, where H is the hash value converted to its decimal form, the
resulting values are distributed in a best-effort uniform manner. For example,
if we start with the initial plaintext value of “abcdefg” and upon hashing, we
get a binary output of 0000000....000010000000....01, which is 64 ‘0’s and a ‘1’
followed by 62 ‘0’s and a ‘1. H = 253 4+ 1 = 9223372036854775809. The reduc-
tion function will then convert this value to “3665127553”, which corresponds
to a plaintext representation “lwmkgij”, computed from (11(26°) + 22(26°) +
12(26%) + 10(25%) + 6(262) + 8(261) + 9(26°).

After a pre-defined number of rounds of hashing and reducing, only the initial
and final plaintext values (i.e. “head” and “tail” of the chains) are stored. Using
different initial plaintexts, the hashing and reducing operations are repeated,
to generate a larger table (of increasing rows/chains). A larger table will the-
oretically contain more pre-computed values (i.e., disregarding hash collisions),
thereby increasing the success rate of password recovery, while taking up more
storage space. The pre-defined number of rounds of hashing and reducing will
also increase the success rate by increasing the length of the “virtual” chain,
while bringing about a higher computational overhead.

To recover a plaintext from a given hash, a reduction operation is performed
on the hash and a search for the computed plaintext among the final values
in the table is conducted. If a match is not found, the hashing, reducing and
searching operations are repeated. The maximum possible rounds of operations
is determined by the chain length. If the hash value is found in a particular
chain, the values in the chain are then worked out by performing the hashing
and reducing functions to arrive at the plaintext giving the specific hash value.

Unfortunately, there is a likelihood that chains with different initial values
may merge due to collisions. These merges will reduce the number of distinct
hash values in the chains and diminish the recovery success rate. The success
rate can be increased by using multiple tables with each table using a different
reduction function. If we let P(t) be the success rate of using t tables, then P(t)
=1- (1-P(1))!, which is an increasing function of t since P(1) is between 0
and 1. Hence, introducing more tables increase the success rate but also cause
an increase in the computational complexity and storage space.

In (Denning, 1982), Rivest suggested a method of using distinguished points
as end points for chains. Distinguished points are keys, which satisfy a given
criteria, e.g., the first or last q bits are all 0. The chains are not generated with a
fixed length but they terminate upon reaching pre-defined distinguished points.
This method decreases the number of memory lookups compared to Hellman’s
method and is capable of loop detection. If a distinguished point is not obtained
after a finite number of operations, the chain is suspected to contain a loop and
is discarded. Therefore, the generated chains are free of loops. One limitation
is that the chains will merge if there is a collision within the same table. The
variable lengths of the chains will also result in an increase in false alarms. Ad-
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ditional computations are incurred to detect false alarm occurrences.

(Oechslin, 2003) introduced a new table structure to reduce the probability
of merging occurrences. The rainbow chains use multiple reduction functions so
merges occur only if collisions happen at the same positions in different chains.
Oechslin showed that the coverage in a single rainbow table is 78.8% compared
to 75.8% in the classical tables of Hellman (with distinguished points).

(Weir, 2009) integrated dictionary attacks with the original rainbow table
(Oechslin, 2003) to generate virtual chains of passwords consisting of dictionary
words. This method improved the efficiency of dictionary attacks by utilizing the
rainbow table. However, the table does not contain randomly generated pass-
words and can only be used for dictionary password recovery.

3 Enhanced Dictionary Based Rainbow Table

The key objectives in enhancing password recovery is to meet the increasing
challenges of strong password-protected evidentiary data.Utilizing the hybrid
approach of the brute force technique and precomputed table approach proves
to be a cost-efficient way to recover password. Therefore, to improve password
recovery performance, further research to increase the success rate and reducing
the recovery time by rainbow tables is needed while taking into consideration
stronger passwords adopted by common users.

On the other hand, it has been shown that humans are tempted to choose
passwords which are easy for them to remember (Google News, 2009; Narayanan,
2005). Such passwords could be based on a combination of common key sequences
on the keyboard layout, dictionary words, and a combination of dictionary words.
Another common approach to strengthen the passwords while maintain their
memorability is to include numbers and special characters in the passwords.
Therefore, by taking into consideration the human nature and their tendency in
password selections, and incorporating such knowledge into the design of a new
password recovery method would improve performance significantly.

In the following sub-sections, we briefly describe our recent work on the
enhancement of rainbow tables (Thing, 2009; Ying, 2011). Next, we propose a
new approach of integrating memorable passwords with the Enhanced Rainbow
Tables by considering the unique features of these new tables. We then present
the analysis of this new Enhanced Dictionary Based Rainbow Table method.

3.1 Enhanced Rainbow Table

In (Thing, 2009; Ying, 2011), we proposed an Enhanced Rainbow Table design
with a novel sorting algorithm. The first novelty lies in the chains generation
technique. Instead of taking a large set of plaintexts as the initial values, we
systematically choose a much smaller unique set. We choose a plaintext and
compute its corresponding hash value. We let the resulting hash value be H.
Following that, we compute (H+1) mod 27, (H+2) mod 27,......, (H+k) mod 27
for a variable k, where j is the number of bits of the hash output value (e.g. in
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MD5 hash, j = 128). These hash values are the branches of the above chosen
initial plaintext. We then apply alternate hashing and reducing operations to all
these branches. The resulting extended chain of branches is a block. Only the
final values of the plaintexts in each block are stored with one initial plaintext
value, instead of storing all the final values with the corresponding initial values
in the original rainbow table, resulting in significant storage space conservation
(or success rate improvement if the same storage space is provided).

As the “tail” passwords cannot be sorted now, since in doing so, the informa-
tion of its corresponding initial hash value (which is not stored) will be lost, a
novel sorting algorithm (Ying, 2011) was proposed so that the password lookup
in the stored tables can be optimized. The use of special characters which are
the non-printable ASCII characters, was proposed for the Enhanced Rainbow
Table sorting. There are a total of 161 such characters and we assume that these
non-printable ASCII characters do not form any of the character set of the pass-
words since they are not found on the keyboard. We insert a number of these
special characters into the stored “tail” passwords. The way in which these spe-
cial characters are inserted provides information on the original position of the
passwords after the table has been sorted. The consequence is that these inserted
special characters will incur storage space. We illustrated in (Ying, 2011) that
the increase in storage space is minimal and is also significantly lesser than the
original rainbow tables storage requirement. The advantage of this sorting algo-
rithm is that the passwords in the table can now be sorted and thus a password
lookup can be optimized. The sufficiency of the available special characters for
use in sorting, the storage requirements, and the success rate of password re-
covery were also evaluated in (Ying, 2011). Maintaining the same storage space
requirements for both methods, the Enhanced Rainbow Table is able to achieve
an improvement of up to 26.13% and 23.60%, for the recovery of alpha-numeric
passwords and passwords containing any of the printable ASCII characters, re-
spectively, over the original rainbow table.

Next, we propose the integration of permutated dictionary attack within the
Enhanced Rainbow Table to take into consideration the human tendency to
select memorable passwords.

3.2 Design of Dictionary Based Enhanced Rainbow Table

In the Enhanced Rainbow Table, passwords were generated based on the hashing
and reduction functions. Therefore, the generation is very random and a large
percentage of passwords may contain special characters at random places and
non-dictionary words. Such passwords have a very low memorability level and
users who chose such passwords usually create the passwords using strong pass-
word creation tools. Most users also need to note down the passwords and store
them separately to prevent them from forgetting their own passwords for subse-
quent accesses. However, users tend to want to avoid the trouble of choosing a
password of such high complexity and worry about forgetting it later. Therefore,
they usually try to choose passwords which are memorable. These passwords are
usually dictionary words, common keyboard layout key sequences or information
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related to themselves (for example, their name, spouse’s name or birthdays).

A simple approach is to conduct a dictionary attack first and then the rain-
bow table password recovery if the dictionary attack fails. However, both the
computational overhead and storage requirement will be high. Instead, in this
paper, we propose a novel approach to incorporate common passwords into the
Enhanced Rainbow Table so that the percentage of common passwords can be
higher resulting in a higher success rate even in the scenario whereby the length
of the passwords is large and the storage capacity is limited. The aim of the
integration of permuted dictionary and the Enhanced Rainbow Table is to con-
struct the table where by it can contain as many permutated dictionary words
as possible (in both stored elements and the virtual chains).

The simplest method to create the Enhanced Dictionary Based Rainbow
Table is to generate permutated dictionary words as the initial column of pass-
words. However, this is only applicable for the case of the original rainbow table
as the initial column is discarded in the Enhanced Rainbow Table.

Instead, we propose to have the first reduction function generate permutated
dictionary words in the first virtual column, which in the Enhanced Rainbow
Table, will be recoverable. However, in this case, the possible number of “initially
generated” permutated dictionary words is limited by the number of chains in
the table. The recovery speed may also suffer for such passwords as they fall
under the first virtual column. Therefore, next, we additionally propose con-
structing some chains where all the entries are common passwords.

Suppose we identify x number of common passwords used. We want to ensure
that these x passwords can be generated from a rainbow chain. One way to do
this is starting with any password, hash and choose an appropriate reduction
function R; which reduces to one of the x number of words in the list. Contin-
uing with the chain generation, hash this resultant and choose an appropriate
reduction function R, which again reduces to another one of the words in the
list. Continue doing this until all the words in the list is generated in the chain
as required. As long as x is not too large relative to the keyspace, we will always
almost certainly be able to choose such R; and thus, generate such a chain which
contains all the words in the list. As for the remaining chains, there is no cer-
tainty that dictionary words can be generated accordingly in the same manner
since the outputs of hash functions tend to be random. The advantage is that
this method will be able to recover both common and random passwords.

For example, suppose we want to consider 7-character passwords (consisting
of lower case alphabets, hashed by MD5). Given that “letmein”, “abcdefg” and
“testing” are three common 7-character passwords, the goal is to include them
in the rainbow chains.

Starting with the password “testing”, upon hashing, its hashed value is H;
= ae2blfcab15949e5d54fb22b8ed95575. This value is then converted to its deci-
mal representation and the reduction function is applied where r1(H1) = H, +
4938209469 mod 26”. Converting 71 (H;) back to its password representation re-
sults in the password “letmein”. The next step is to hash “letmein”. This results
in Ho = 0d107d09f5bbe40cade3debc71e9e9b7. Then, apply a reduction function
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ry to Hy where ro(Hy) = Hy + 3129034064 mod 267. Converting ro( Hy) back
to the password representation will result in the password “abcdefg”.
Hence, this initial rainbow chain consists of the above three passwords.

Proposition 1 : Any given 3 passwords can be recoverd regardless
of the size of keyspace and the hash applied.

Proof : Let size of keyspace = n. Let the hash fnction be denoted by h. Then, for
simplification, let = to mean = mod n for the subsequent parts of the proof. To
prove the proposition, we show that there exists at least one arrangement to in-
sert these 3 passwords such their corresponding reduction functions are distinct.
Let the 3 passwords be p1, p2 and p3. Let h(p1) = a1, h(p2) = az and h(p3) =
as. Suppose for all 6 arrangements, each arrangement results in having identical
reduction functions. Thus, we obtain, the following set of equations:

(1) p2 - a1 = p3 - az

( )p3-a1=p2-as

( )pl-a2:p3-a1

(4) p3 - az = p1 - a3

(5) p1 - az = p2 - a1

( )P2-a3=]91-a2

Comparing equations 1 and 3, we get p1 + p2 = 2p3
Comparing equations 2 and 5, we get p1 + p3 = 2ps
Comparing equations 4 and 6, we get ps + p2 = 2p;

Solving these 3 new equations, we obtain p; = ps = p3. This is a contradic-
tion since p1, pa, p3 are distinct modulo n; thus proving Proposition 1.

Proposition 2 : Any given 4 passwords can be recovered regardless
of the size of keyspace and the hash applied.

Proof : Let size of keyspace = n. Let the hash function be denoted by h. Again,
for simplification, let = to mean = mod n for the subsequent parts of the proof.
Let the 4 passwords be p1, pa, ps and ps and let h(p1) = a1, h(p2) = az, h(ps)
= az and h(ps) = aa4.

Consider the 3 passwords pi, pa, ps which are placed in the first 3 entries of the
chain. Applying Proposition 1, there exists an arrangement which will result in
distinct reduction functions. Without loss of generality, assume that the first 3
passwords in the chain are py, ps, p3 in that order such that the corresponding
reduction functions are distinct. Then, ps will be in the 4" entry of the chain.
Suppose py - a3 # p2 - a1 and py - az # p3 - az. Then pipapspy is the desired
order to place the passwords which ensures distinct reduction functions.

Suppose either py - as = ps - a1 or ps - az = p3 - as.
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Casel:ps-a3 =p2-ay
Consider the arrangement pyp1pops. If p1 - ag4 # p2 - a1 and p; - a4 # ps3 - ag,
we are done. Otherwise, either p; - a4 = ps - a1 or p; - a4 = p3 - as.

Case 1(a) : p1 - a4 = p2 - a1 = py4 - as.

Consider the arrangement p;psp4p2. Suppose not all the reduction functions are
distinct, then p3 - a1 = p2 - a4. Next, consider the arrangement p4ppsps. If not
all the reduction functions are distinct, then p3 - a; = ps - as3. This implies a4
= a3 and thus p; = p4 which is a contradiction.

Case 1(b) : p1 - ag = p3 - az and pg - a3 = ps - a1

If p1 - a4 = p1 - as, then az = a4. Thus, pypsp1p2 will be the desired arrangement.
If a3 # a4, consider the arrangements pyp2psp1, P1P3Pap2, P4P1P3P2, P2P4P1P3
and p1pyp2ps in the order as stated. Suppose none of these arrangements result
in distinct reduction functions.

By considering pspapsp1, we get p2 - as = p1 - as.

By considering pypspap2, we get p1 - azg = p2 - a4 = p3 - a1.

By considering psp1psp2, we get p1 - a4 = p2 - as.

By considering papap1ps, we get pg - as = p3 - a;.

By considering pypapaps, we get py - a1 = p3 - as.

From the above arrangement popsp1ps3, we obtain ps - a3 = p4 - az and from
arrangement pipspaps, we obtain py - a1 = p3 - as. Hence, p3 = py, which is a
contradiction.

Case 2 : ps - az = p3 - ag and py - a3 # p2 - a1
Consider the arrangement pspapips- If ps - a3 # p1 - a4 and ps - a1 # p1 - ag,
we are done. Otherwise, either py - a3 = p1 - a4 or p1 - a4 = ps2 - ay.

Case 2(a) : ps - a3 = p3 - as = p1 - a4

Consider the arrangement pspgpopi. If this arrangement results in distinct re-
duction functions, then ps - a4 = py - as. Next, consider arrangement pypop3pi -
If this arrangement does not result in distinct reduction functions again, then
we must have py - a4 = py - az. Hence, as = a3 which implies p3 = p4, which is
a contradiction.

Case 2(b) : p1 - a4 = p2 - a1 and py - a3 = p3 - as

If a1 = ag, consider the arrangement pspap1ps. If this is not the desired arrange-
ment, then as = a4. Hence, popipsps will be the desired arrangement.

If a; # ag, consider the arrangements pyp1p3p2, P2P1P3P4, P3P2P4P1 and PapP3P1P4
in this order. Suppose none of these arrangements result in distinct reduction
functions, then we obtain the following set of equations: p3 - a; = ps - ag =
Pl - A2, P4 - a2 = p1 - a4 = P2 - a1 and py - a3 = pg - a;. Simplifying, we ob-
tain py1 - p4 = p3 - p2 and ps - p1 = p3 - p4. Thus, ps = p3, which is a contradiction.

This proves Proposition 2.
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3.3 Methods of Constructing Chains

We propose 2 methods of constructing chains such that they include the desired
passwords. We then provide an analysis of both methods in terms of feasilibity
and the expected computational attempts required.

Method 1 : Compute all the possible values of p; - a;. Then, consider all possible
chains that can be formed. For each chain, test if the chain results in distinct
reduction functions. If so, we have found the required chain; otherwise continue
testing the remaining ones until we find such a chain.

Method 2 : Compute all the possible values of p; - a;. Take the one which
has a lowest occurrence frequency. That link will be the part of the generated
chain. For the subsequent links, we choose the ones which are distinct from all
previous ones in the chain and occur at a lower frequency. This step is repeated
until we have the desired chain or we reach a point where we are unable to add
any more links. In the latter case, we backtrack to the previous process and
select another link instead, till the desired chain is obtained.

Example

Suppose we want to include 3 passwords p1, p2 and ps with the following pass-
word (plaintext) and hash values in the chain:
p1 = 10, p2 = 20, p3 = 30, h(p1) = a; = 29, h(p2) = ag = 9, h(p3) = a3 = 19

Then, p1 - a2 =1, p3 -az =21, p2 -a1 =-9,p3-a1 =1, p1 - a3 =-9, pa
- a3 = 1
Hence, only the chains pi1paps and papsp1 are the desired ones.

Applying Method 1,

Probability of getting a desired chain in 1 attempt = 1/3

Probability of getting the chain in 2 attempts = 4/6 x 2/5 = 4/15

Probability of getting the chain in 3 attempts = 4/6 x 3/5x2/4 =1/5
Probability of getting the chain in 4 attempts = 4/6 x 3/5 x 2/4 x 2/3 = 2/15
Probability of getting the chain in 5 attempts = 4/6 x 3/5x2/4x 1/3 =1/15

Therefore, expected number of attempts to get a desired chain
=1x1/3+2x4/154+3x1/5+4x2/15+5x1/15
=7/3

Applying Method 2, since p3 - as occurs with the least frequency, we start the
construction of the chain with paps. We are left with 2 possible links; either p; -
as or psg - a. Since both are distinct from the previous one, we select a link ac-
cording to its occurrence frequency. In this case, both have the same frequency.
Therefore, we can select either; e.g. p; - az. Thus, the generated chain is pap3p;.
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Consider a general case of inserting n recoverable passwords. Suppose after com-
puting all n(n-1) values of p; - a;j, we have the following relations :
1)pi-as=p2-az3=p3-ag= ... =Pn—-1-0an = Pn - Q1

2) the other n(n-2) expressions of p; - a; are all mutually distinct.

First, we need to compute the number of chains such that not all its reduc-
tion functions are distinct.
Number of chains such that some part of the chain contain p;{op;11p; or Pap1Py

Or P1PnPn—1
= n(n-2)!

Number of chains such that some part of the chain contain p;;1p; and pj+1p;
— (0-2)![(3) - n]

_ n(n—3)
= (n-2)1nn=3)

Total number of chains such that not all its reduction functions are distinct
= n(n-2)! + (n-2)12=8)

nl
=2

Then, total number of chains such that all of its reduction functions are dis-
tinct
!
=nl-%
_ n!
-2
Probability of getting a valid chain after k attempts
= Probability of getting the invalid chains for the first k-1 attempts and getting
a valid chain on the k¥ attempt

L T g/
_ 1 nl—=(k=1) n! n!/2
- [n!/2—(k—1) /T/z] n!—(k—1)

Expected number of attempts required
_ [1' / ( n! )] n!/2+1 (n!—(k‘—l)) k
— L2 n!/2 k=1 nl/2 n!—(k—1)

We consider the asymptotic value of n. Let z = %

Then, the expected number of attempts required can be rewritten as
_ z+1 (2z7k)k / (22)

- k=1 \ 2—-1 z

= s L k(227k) (22K 1), (k4 2)

n!

As n increases, z increases. 2(%'71), z:ik(2z—k)(2z—k—1) ....... (z-k+2) approaches
2211 2% However, this is expected of the geometric distribution with parameter
1
1. Hence, Y ;7 & =2 and 2.(%il)!Z:zilk(Qz-k)(Qz—k-l) ....... (z-k+2) approaches

2 as z gets large. This in turn implies that EZ':/IZ + (nT/';fl)k / (n?/lz) approaches
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2 as n gets large. Hence, for Method 1, we can deduce that for large n, the ex-
pected number of attempts required is close to 2.

For Method 2, we first select a link that occurs with the least frequency, e.g.
p2 - a1. Then, we build the chain from this initial link and we get p;p2ps and so
on until we arrive at pipaps.......... Pn, which is one of the desired chains.

4 Conclusion

In this paper, we presented the novel design of an Enhanced Dictionary Based
Rainbow Table. We then proposed two new methods of chains construction. We
analysed and proved the feasiblity of the proposed methods. We also analysed
the probability of generating the desired chains in specific scenarios of differ-
ent password space sizes and in the generic case of n password space, and ex-
pected computational attempts required using each method. The analysis results
showed that the proposed Enhanced Dictionary Based Rainbow Table method is
a promising new approach to efficiently recover passwords by taking into consid-
eration both the use of common passwords (human memorable) and randomly
generated passwords at the same time.
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