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Abstract. This chapter describes a reconfigurable comp aticigitecture based
on clusters of regular matrices of fine-grain dyitarlly reconfigurable cells
using double-gate carbon nanotube field effect sisdnors (DG-CNTFET),
which exhibit ambivalence (p-type or ntype behavidepending on the back-
gate voltage). Hierarchical function map ping metheditable for the cluster of
matrices structure have been devised, and varieashmark circuits mapped
to the architecture. This work shows how circuitl amchitecture designers can
work with emerging technology concepts to examtsesuitability for use in
computing platforms.

Introduction

Computing power recently broke the petaflop/s bamiithin a single machine and is

expected to continue to scale to exacomputing tvemext decade [1] (fig. 1). The

main hardware vectors behind this spectacular ¢iooluhave been a) increase in
intrinsic chip functionality through scaling and khassive parallelism and

increasingly efficient interconnect topologies. Wldcaling has now for a few years
been mainly limited to improving the number of ftinas per chip rather than clock

speed, other factors (such as cost, reliabilitatistpower) render necessary the
exploration of other technologies and computingad@gms to pursue the quest for
performance.
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Fig. 1. Best observed processing performance for a simgiehine [1] (a) and predictions for
processing performance in a single chip [2] (b)

Indeed, it is widely recognized that transistorliega as a vector for the pursuit of
performance levels predicted by Moore's Law anduired by future applications,
will not last through the next decade. Alternativesst be found, be they at the
architectural level (e.g. exploring multiple coreclaitectures) or at the device level
(heterogeneous or nanoelectronic devices). In tbistext, the emergence of new
research devices offers the opportunity to provideel logic building blocks and to
elaborate non-conventional techniques for digitakign. Ultimately it will be
possible to reconsider the paradigms of computic@itectures to achieve orders of
magnitude improvements in the conventional figurenerit (MIPS / volume*power).
In this way, future computing platforms are likety cover broad ranges of
applications, from traditional number-crunching foting and calculating) to
emerging neuromorphic (recognizing and reasonih@se very different classes of
algorithm will require suitable hardware platformgth the additional constraints of
occupying small volume and low-power.

It is also expected that the necessary structuwinigpe projected tens of billions of
elementary, unreliable, nanometric devices to aehithe computing capacities
necessary for future software applications will dedo the emergence of
reconfigurable platforms as the principal computiaric before the end of the next
decade. The reconfigurable approach allows volurmeufacturing and reduces the
impact of the evolution of mask costs, projectedhimve above the $10M mark in
2010. It can also efficiently cover a broad randeapplications while exceeding
performance levels of programmable systems, angleswnaturally to fault-tolerant
design techniques for robust architectures. Rdiigbis clearly an increasingly
important issue given the lack of reliability atimidual device level: leading to the
rise of self-x (self-configuration, self-repair).at architectural and/or software levels

However, the organization of such reconfigurabléscde a system is uncertain —
integration density and switchbox overhead concaresa growing issue. These point
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to the rising probability of fixed interconnect wlpgies between individual cells
organized into clusters, and the use of switchbosesetwork approaches only
between clusters of cells. In parallel, the unkglity of individual devices will lead
to a loss of accessible functions in certain cellbis can be circumvented by
reformulating cluster configurations based on tmeomplete set of identified
operators. In this context, the development of mdthcapable of mapping complex
functions onto clusters of reconfigurable cellshwihcomplete sets of operators is a
key milestone to exploiting the full potential aftéire reconfigurable systems.

In addition, recent technological breakthroughsehkd to the proposal of area-
and power-efficient reconfigurable cells based omerging devices such as double-
gate carbon nanotube transistors (CNTFET) with inglete operator sets [3].
CNTFETs have attracted much attention in recentrsjeand benchmark figures
against state-of-the-art planar and non-planasasiliogic transistors are favourable.
They have shown in particular that the high moyjliachievable current density,
theoretical transition frequency and lon/loff rapdace CNTFETs among the most
promising nanodevices in line to succeed the M@&dstor from the standpoint of
their integration into future nanoelectronic sysiemm chip [4]. Some work has been
carried out to explore the use of the unique priogeerof multiple diameter and
ambipiolar CNTFETS with respect to CMOS for new paiting paradigms ([5], [6]).
The emergence of double gate devices, with fouessible terminals, also opens the
way to solutions specifically exploiting the addiial terminal for reconfigurability
purposes. In the case of the double gate CNTFETcfinpletely new prospects for
reconfigurability are possible due to its ambivalém and p-type) behaviour. Using
this property, logic cells can be built that offéime-grain reconfigurability not
available with MOSFET technology, at comparablédetter speed and power figures,
and improving over current reconfigurable systemserms of the number of devices
used to realize a single function.

These considerations have recently led to the emery of the concept of
nanofabrics [8], or nanoscale computing fabricsnaaoFabric can be defined as an
array of connected nanoscale logic blocks (nand®lpcwhere a nanoBlock is a
circuit block containing programmable devices tanpaite boolean logic functions
and means to route data. From a technological pdimte w, such systems are usually
based on a hybrid approach (on a silicon die, ¢ @M OS compatibility). They are
a combination of a bottom-up structure, using chahself-assembly for dense and
regular arrangement of elements, and a top-dowactsire, using conventional
process options for interconnect or for computatianthis work, we do not consider
memory issues but it is clear that memory integrais also paramount.

This chapter begins by describing the structure pwogerties of a DG-CNTFET
based dynamically reconfigurable logic cell to ls&d in a computing nanofabric. We
then explore ways in which this cell can be usedbtm a regular and dense matrix
structure, as well as a method to map function lgsap such matrices, and clusters of
matrices, of reconfigurable cells for on-the flydapartial reprogrammability. The
method is applied for various benchmarks in ordeevaluate the capability of the
architecture to execute complex functions. We fnabnclude with a discussion on
the insights of this work, and future challenges.
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Carbon-based nanofabrics

For high-performance FETs, short gate lengths aigh kthannel mobility are
required. Since nanotubes typically exhibit veryairdiameters (allowing excellent
gate control) without suffering from mobility deglaion, they are promising
candidates to overcome the limitations of nanometiticon devices. Fig. 2 shows the
structure of a novel DG-CNTFET [7], fabricated wih aluminium front gate placed
under the nanotube between the contacts of theceaurd the drain and controliing
the electrostatics and switching of the nanotubédk lehannel in region B. The
Schottky barriers (SB) at the nanotube/metal castace controlled by the silicon
back gate (substrate), which also prevents thdrekatics in region A from being
influenced by the front gate. The SBs at the cdstare not affected by the front gate
voltages.
Source (Ti)

N

Metal 1 Nanotube

Front gate

Substrate

[ Contact [ Via [0 Front gate Si0, e Nanotube
B2 Metal1 [ Metal2 % Backgate ALO,
(b)

Fig. 2. Double-Gate CNTFET structure [7] (a) top view ¢b)ss-sectional view

The behaviour of this DG-CNTFET device is strondgpendent on the potential

of the silicon back gate, which we cal\g

* when \jspgis sufficiently negative (some hundreds of mVk thevice functions
like a p-type FET with a negative threshold voltage

* when \jspqis sufficiently positive (some hundreds of mV)etdevice functions
like an n-type FET with a positive threshold voltag
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* when \js4is floating, the sub-bands with the contacts areaifected by the bias
of the front gate, and the device is in the offtstaith a very weak current
(lor<100fA).

The impact of the back gate voltage polarity on ttemsistor channel transport
characteristics opens up new opportunities forgiISINTFETs in logic circuits. We
have built a reconfigurable logic block which cae bonfigured to any one of
fourteen basic binary operation modes. This fumatiity is impossible to achieve in
CMOS technology without resorting to far more coenptircuitry (and therefore
silicon real estate and system power) than the stelicture described here. The
polarity (n-type or p-type) of each transistor isntolled by the back-gate bias
voltage values. The dynamically reconfigurable dogell (DRLC_7T) is shown in
fig. 3; while tab. 1 describes the 3-input configtion, corresponding basic binary
logic functions and power figures for operatiord@&Hz and 250MHz extracted from
transient simulations using a Verilog-A model acaptfrom [3] and parasitic
capacitances extracted from layout estimations.
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Fig. 3. Dynamically reconfigurable logic cell (DRLC_7T) atrsistor-level
schematic

Voa | Vos | Vic Y Pot@4GHz | Poi@250MHz
(W) (W)

+V  +V  +V | AlB 1.87 1.076

+V  +V -V | ADB 1.85 0.99

+V 0  +V | -A 1.83 0.84

+V 0 -V A 1.81 0.82

-V -V +V | ADB 1.84 0.9

Vv -V v | A1B 1.82 0.814

+V -V +v | BA 1.86 1.05
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+V -V
0 +V
0 +V
0 0
0 0
-V +V
-V +V

-V
+V
-V

0
-V
+V

-V

B—A
-B
B

1
0
ALB
A—B

1.84
1.82
1.79
1.12
1.82
1.84
1.82

0.96
0.8
0.79
0.04
0.2
1.03
0.95

Table 1. 3-input configurations for reconfigurable cell wiB logic levels (+V, 0, -V) and

corresponding 14 basic binary logic functions

DRLC_7T is made up of 7 CNTFETs arranged in twoidagjages: the first stage
performs an elementary logical operation and theose stage works either in

follower or inverter mode.

* A and B are boolean data inputs (voltages at ABmdry between 0V and 1V);

* Vpa, Vo, Vuc are control inputs which configure the circuit amting to tab. 1
(control bias voltages may take one of three vaatedV, O0Vand 1V);

« PG, PG (pre-charge) and RY EV, (evaluation) are four non-overlapping
clocking inputs with pre-charge and evaluation @dsi as in classical CMOS

dynamic logic gates;
¢ Y is the circuit output.

We can see that \s evaluated between EXevaluation of the first logical stage)
and the next PQpre-charge of the first logical stage) accordinghe value of inputs
A and B; and Y is evaluated and maintained betwE¥n (evaluation of the second
logical stage) and the next P(pre-charge of the second logical stage). Thiskirtgy

scheme is illustrated in fig.
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Fig. 4. Two-stage dynamic logic clock signal scheme

An example illustrates how this logic gate works h& \a=Vpe=Vhc=1V,
CNTFETs T1, Tz and Tz (shown in fig. 3) are all configured as n-type BE®&S
indicated in the previous section. When,; ®Cenabled, the first stage is pre-charged,
and the voltage of the internal node G)(¥¢ discharged to OV. If for example either
of the data inputs A or B=logic "1", then when [E¥ enabled, the first layer
evaluates its output such that the internal nodis €et to logic "1". Then BCis
enabled (pre-charge of the second stage), andutipeitoY is charged to logic "1"; and
when EV is enabled, the output is evaluated and Y is atellito logic "0". In fact in
this configuration, the only situation where C stset to logic "1" and Y therefore
evaluates to logic "1" (since {ds off) is when both A and B=logic "0". This shows
that for \ba=Vhe=Vhc=1V, DRLC_7T is configured as a NOR operator, ascified
in tab. 1. Simulation results of DRLC_7T in thisndiguration are shown in the left
half of fig. 5 (up to 8ns) at 500MHz operation. Afftthis point, Wa,Ves and \ic
change to -1V, such that CNTFET$;,TT and Ts are all configured as p-type FETSs.
When PG is enabled, the first stage is pre-charged, amdvtiitage of the internal
node C (V) is discharged to 0V. If for example either of tiha&ta inputs A or B=logic
"0", then when EYis enabled, the first layer evaluates its outpughsthat the internal
node C is set to logic "1". Then P& enabled (pre-charge of the second stage), and
the output Y is charged to logic "1"; and when, B8/enabled, the output is evaluated
and Y is evaluated at logic "1". The only situattoere where C is not set to logic "1"
and Y therefore evaluates to logic "0" (since &con) is when both A and B=logic
"1". This shows that for M=Vyg=Vyc=-1V, DRLC_7T is configured as a NAND
operator.

Vo | EEEEEIFETISGELE PELE
Vo !l [iti it Fm @i fr iie o
Vr | l\\ l\l \\\ l \\ K
Vo [N 8 G \\ \\ \\\
el L
g e e

On 2n 4n 6n 8n 10n 12n 14n 16n t(ns)

L, e J
' NOR ! NAND !
Fig. 5. Simulation results of dynamic reconfiguration e€onfigurable cell
DRLC_7T from NOR operator to NAND operator
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It is thus clear that this gate can realize sevierattions and can be dynamically
reconfigured during the calculation.

Tab. 1 also gives the power consumption when DROC(working with 2-logic-
stage control bias voltage) operates at 250M Hz4Bid z.

It should be noted that as this is prospective wotktechnology as yet exsts to
build this circuit, although a single DG-CNTFET hdseen fabricated and
characterized [7]. Further, significant technol@gi@advances have been made
recently to achieve 95-98% horizontally aligned memducting CNTs [9] and,
separately, hybrid integration with CMOS [10]. Theisables us to envisage systems
using "substrates" of many aligned semiconductinT< with conventional
metallization and lithography techniques creatimigliconnections. In terms of device
design, much work has focused on improving driveenut (and therefore maximum
frequency and insensitivity to noise) and relighilby using an array of parallel
single-walled carbon nanotubes as multiple chanimets single transistor with good
directional and spatial control [11]. This deviancpass currents of up to 1.5mA and
has achieved a record current gain cutoff frequerfc8GHz. These performances are
still dominated by parasitics but recent advanaegept that this device should reach
a current gain cutoff frequency of 31GHz. Doubléeg&ransistors using the same
principle for the channel should not pose any tetgical obstacle.

Here we have given only one example of the familgynamically reconfigurable
logic cells. By changing the number of the transistwe have developed 3 other logic
cells which can realize different logic functionsgs].

Clusters of cell-matrices architecture

Such fine-grain reconfigurable gates open the wayatds structures which can be
configured dynamically, for on-the-fly and part&jstem reprogrammability. In this
section, the way elementary building blocks are nemted and programmed is
explored to achieve increased efficiency at thdiegon level.

Fixedintra-matrix interconnect topology strategy

In a conventional architecture, each calculatioit weuld be connected to the
switch box directly. However, in the case of fingig logic cells, this approach
would lead to a loss of efficiency due to a largeethead in terms of device
complexity. In the case of DRLC_7T, 7 transistors ased in the cell, while a similar
number of transistors (at least 6) are used fobd gwitchbox. In order to avoid this
overhead problem, we propose a cluster-based agipras shown in fig. 6, which
consists of assembling cells in a matrix patterith whe use of fixed intra-matrix
interconnect between layers of cells. Here, thentifier ¥ corresponds to the
configured function of the cell and the {xy} coardtes of the cell within the matrix.
Inputs A and B are shown, as is the output Y (cagpéid); precharge and evaluation
connections are not shown to avoid making the é&guwverly cumbersome.
Considering the whole of this cluster set as a nearse grain element, switchboxes
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could be used for inter-matrix interconnect. Itiigeresting to note that matrix
architectures are also particularly well-suitedCtéTFET-based logic cells, since it is
possible for single nanotubes to span several retlse same column.

1 [ [ [ 1 1 [ [
f32 £33 £30 f31 £32 £33 £30 f31

1 1 1 1 1 1 1 1
f02 fo3 f00 fo1 fo2 fo3 f00 for
T [ 1 1 L1

LO-L1 connections
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f12 f13 f10 f11 f12 f13 f10 f11
1 1 I [_I

L1-L2 connections
[ 1 L1 L1 L1

f22 23 20 f21 f22 f23 20 fa

| I | | I | | I | | I |
L2-L3 connections
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Fig. 6. Tile-based approach for the integration of redulastructured matrices of
reconfigurable cells (a) conceptual schematicdlpput for two tiles of 4d4w M odified-Omega
topologies

For intra-matrix interconnect, and taking wiring noplexity into account, we
eliminate any total interconnectivity topologies the outset. Instead, and through
analogy to computer networks, we adapt inco mpleterconnection sets to the matrix
architecture. In fact, Multistage Interconnectioetiorks (MIN) are designed to
interconnect layers in an efficient way and carapplied in this context.

Of course, there are many topologies or combinatidut we focus principally on
4 typical permutations [12]: Banyan (fig. 7(a)), Sedine (fig. 7(b)), Flip (fig. 7(c))
and Modified-Omega (fig. 7(d)), where the modifioas to standard Omega
maximize the shuffling in this topology. In computecience, MINs are used to
interconnect layers of switchboxes in order to eoinformation packets only. In this
application, the main difference is that switchtokave been removed and replaced
by logic cells, introducing computing directly idgithe network.
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(©) (d)

Fig. 7.Matrix of 16 reconfigurable gates with variouseirdonnect topologies: (a) Banyan (b)
Baseline (c) Flip (d) Modified-Omega

Matrix programming

It is useful to combine such novel types of nandckbased reconfigurable cell
with the exploration of new function mapping metBoé anticipation of the
deployment of incomplete-operator cluster-basedesys. A primary objective is to
analyze the limits of such architectures when magjai co mplex software application
onto it. Many parameters must be considered to raragthe nanodevice-based
architectures:
¢ the number of cells in matrix
* the topology of cells interconnections
¢ potentially, the faults present in the matrix
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Moreover, several metrics have to be optimized (otetion speed, area, etc).
Therefore, new CAD tools meeting these requiremeares mandatory in order to
explore the potential of nanodevicebased architestduring the prototyping phase.
One of the key issues is the automatic mapping @fhpdex functions onto
nanodevice-based architectures. Several mappinouetdefined for conventional
architectures have been proposed. However, thetted® fail to reach the ultra-fine
granularity specific to nanodevice-based architestu Furthermore, they do not
consider connectivity restrictions and dynamic réuration opportunities.

While the application is quite close to logic syedis and network routing, the fact
that we have introduced computing inside the matri@ans that we cannot use
routing algorithms or synthesis algorithms directye present in this section a
mapping method designed to map a logic functionplgr@nto the architecture
described above. First, we will describe the meffaod then we will give an example
to show how this method works.

Functional description

The described method inputs the function graph tap nand the physical
connectivity matrix and outputs the map of logierménts onto physical cells. The
algorithms work using adjacency matrices. In sudchtrices, i,j) refers to the
intersection of the rowand column. A 1 at the positioni ) means that the poiinis
connected to the poipt These matrices are essential to subsequent gingesteps,
described in fig. 8.

/ Matrix model / / Function graph /
1

[ architectural adaptation ]

!
physical

connectivity :
matrix [ graph exploration ]

|

[ graph assignment ]

|
/?econﬁg uration code /

Fig. 8.Mapping method functional stream

Phase 1: Pre-processing of function graph
In a first operation, we have to adapt the logiechion to our architecture. Due to
the layered structure, the systemis pipelined.ciian graphs have to be processed by
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adding necessary synchronization elements (to exgput and output paths of data),
as well as removing jumps over logic layers (tofoom to the physical topology). To
identify logic layers in function graphs, we dividiee associated adjacency matrix
into small matrices G Gmis the adjacency matrix between the points inldggc
layer n and those in the logic layer m. We theefpay particular attention to
matrices where it n+1 because the presence of any non-zero elemehese three
matrices identifies a connection which “jumps” eadt one logic layer. Such a direct
connection cannot be realized in the topology sittee interconnect topology is
physically fixed. The solution is to add synchratizn elements (i.e. create a path
instead of a jump), then repeat the process ustimore connections jump logic
layers.

Phase 2: Recursive exploration
The processed function graph is then analyzednhjeneaning that for each node
in the structure, child branches are identified eemlirsively explored.

Phase 3: Node assignment

Logic nodes are then assigned to cells. This isedaocording to the physical
interconnections. Each layer's connections are aogdpto the relevant inter-layer
connectivity matrix — allowing (or not) the assigemb of functions to cells.
Branching (i.e. the exploration of the immediatpigceding alternative) is used when
the arbitrary choice leads to a dead-end, and theeps is repeated until all functions
are assigned to cells. The algorithm of this sseghiown in fig. 9.

Current node = First node
LOCP
IF (children/parents of current node al ready placed) THEN
IF (enpty cell connected to childs or parents) THEN
Map t he node at the first enpty position
Store ot her sol utions
| F (Remaining node to map) THEN
Current node = Next node
ELSE
MAPPI NG FI NI SHED - END LOCP
ELSE
| F (Previous node has a non expl ored solution) THEN
Try next solution
ELSE
NO SOLUTIONS - END LOOP
ELSE
IF (free cell at the correspondi ng stage) THEN
Map t he node at the first enpty position
Store ot her solutions
| F (Remaining node to map) THEN
Current node = Next node
ELSE
MAPPI NG FI NI SHED - END LOCP
ELSE

NO SOLUTIONS - END LCOP

Fig. 9. Mapping algorithm (pseudo-code)
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The algorithm has been implemented in Matlab, axetiees in under 0.1s for a
complete 16-node mapping operation using a stan#@kiz PC. While this approach
enables the mapping of simple functions to thedfixeerconnect matrix based on the
reconfigurable cells, function partitioning and gwelg methods will be required to
map more complex functions over several matrices.

Mapping example

As an example, we consider a matrix which is 4scééep and 4 cells wide (4d4w)
using a Banyan interconnect topology (fig. 7(a)hdividual cross-connectivity
matrices Xm (Xo1, X12 and X%3) between logic cell stages of depth n to m arewsho
in eq. 1.

@

O+~ O
O - O -
o O -
B O O
o O
= O +—r O

The function to map is represented by a graph, g¢ee& by a random graph
generator for test purposes. During the graph adiapt step, we pay particular
attention to the matricesgé Coz and Gs containing 1's. As mentioned previously,
such matrices represent connections which “jumpleast one logic layer, and are
impossible to realize. In this example, the coninest between points (2, 6), (5, 8)
and (4, 9) are the three connections to be adjusted

The graph exploration is then launched and we ohtes following sequence (p*
represents synchronization nodes):

P1-Pa-P*-Po-Ps-P7-P3-P*-pP*-p*-p g-P2-P*-Pe-P*

Finally, the graph assignment is performed. In ¢xample, the first point jpis
assigned to the cef% According to the path defined in the previouspste & the
next point to assign to a cell in the matrix. Siit%eis physically connected td°fand
12, the cell with lower y-index (heré% is arbitrarily chosen for passignment, and
the other possibility is memorized. In our examgles final programmed matrix is
shown in fig. 10. In this figure, we can see thelem of the logic function graph and
the nodes added for synchronization purposes €sirgith no names) correctly placed
on the cell matrix.
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Fig. 10.Matrix after function mapping

Evaluation methodology

The aim of this part of our work was to evaluatd anmpare performance metrics
for the 4 interconnect topologies. Our study waslenan a 4d4w matrix using the
previously mentioned intra-matrix interconnectiapalogies. 4d4w matrices have
been chosen because of a good balance betweenecdm@nd simulation time. We
evaluated various metrics: the success rate of imgpfunction graphs, the fault
tolerance and the average interconnection lengtke. Wive carried out detailed
analyses to compare the efficiency of the differantra-matrix interconnect
topologies. We use a random graph generator torgenstatic sets of function graphs
containing 6-16 points, in order to have fixed camnipon criteria between topologies.
No graphs contain isolated nodes, as here we farufixed interconnect layers,
which are severely penalized by isolated nodes céfeider therefore these cases to
be an overload issue to be solved by specific gechiral customization. Each set,
corresponding to a given number of points in thecfion graph, contains 1000
samples. Using the previously described mapping howt each function is
programmed onto the 4d4w matrix using the varioowamatrix interconnect
topologies, ideal or faulty, and metrics are calbed. Fig. 11 summarizes the
evaluation methodology and the associated parasneter
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dimensions
——)

baseline d,w

| banyan | | manual randdin
—» topology —»@ definition gen%aé‘on
l !
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fault distribution @
parameters — &
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matrix

Mapping
real connectivity method

matrix

configuration codes

Fig. 11. Evaluation method
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Fig. 12. Programmability success rates for Banyan, Omelyp, ahd Baseline interconnect
topologies within 4d4w matrices

Applying static sets to ideal interconnect topodsgiwe can test the ability of the
matrix-topology ensemble to have complex functiomegpped onto it. Considering the
percentage of function graphs successfully mapp#od onatrix with respect to the
number of samples in the set, we obtained the ssccate. Fig. 12 shows the
comparison of success rates for 4d4w Banyan, Onfgaand Baseline topologies.
For Banyan, Flip and Baseline interconnect top@egthe success rate is about 80%
when the function graphs have 6 points. At 12 mitthe success rate is about 25%.
The difference between these two topologies is thiaively small. However for the
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Omega interconnect topology, the success rate @itaB0% for 6-point function
graphs and about 40% for 12-point graphs. Thisrigleshows that the Omega
interconnect topology is more suitable for thiseyd matrix.

This is because this topology is has less symme&dtundancy than the other
topologies and spreads calculations over cells pdog less width, which seems to
correspond better to typical function graphs. lotfa the matrix, there are pairs of
cells which have the same inputs. For two cellscivhiave the same inputs, the sum
of the number of functions they can achieve isFot.two cells which do not have the
same inputs, the sum of the number of functiony ttean implement is 14+14 = 28. In
the Banyan topology for example, there are 6 pairsells which have the same
inputs, while in the Omega topology, there are ¢hiyhis is the main reason why the
Omega topology has the potential to realize moretions than other topologies.

It is worth noticing that the use of a MIN redudd® number of mapped logic
functions, compared to traditional LUT approach®sch a problem is managed at a
higher hierarchical level. For example, if a funatigraph cannot be mapped onto a
single matrix, we can split it and map the subgsaptto different matrices.

Cluster programming

At the cluster level, an extra layer of parametarsd additional flexibility is
introduced. It is possible to consider clustersvafying matrix size, as well as the
execution of functions in parallel, and the dynanfjgotentially cycle-level)
reconfiguration of each matrix to achieve highhtiapzed graph execution. In order
to explore these aspects, a cluster-level mappindemmis proposed. This mapping
model places applications onto the complete archite composed of several
matrices, such that multiple metrics are optimiZetese metrics are:

e communication cost

e configuration cost

e execution time

« number of unused logical cells.

The objective of the mapping model is to optimike fplacement of a complex
function onto the architecture. It considers theustire of the architecture, the
scalability requirement as well as the dynamic rdigarration implying a high-level
of pipelining and parallelism. It combines GA arattitioning approaches.

Model Description
The proposed model is shown in fig. 13. It takesnasits a function graph and the
architecture model and generates the reconfiguiadale of the mapping as output. In
general, complex functions cannot be mapped orgmgle matrix. For this purpose,
functions are partitioned into sub-functions. Thinsgrder to map a complex function
onto a cluster of matrices, two mapping levelspado rmed:
« Firstly, each sub-function is mapped onto a maiging the method described in
the previous section;
* Then, the dependency graph of sub-functions is mlspped onto the cluster of
matrices.
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/Architecture model / / Application graph /

R partitioning
matrix - .
information matrix mapping
I global mapping ]
cluster
information ;
//I?econfiguration code /

Fig. 13.Mapping model

The function to map is represented as a Direct Acyaraph (DAG) G= (K, Vi)
where V is a set of nodes representing logic operationd,Ra set of direct edges
dependency relations between nodes.

Phase 1: Partitioning and matrix mapping

The aim of the first step is to partition a functigraph into smaller sub-graphs so
that each sub-graph fits in a single matrix. Fds ghurpose, partitioning and matrix
mapping methods are processed. To be valid, atipaitig result must respect the
following constraints:

e The total number of operation in the sub-graphidssame as the one in the initial
graph
e Thereis no cyclic dependency.

Each sub-graph obtained during partitioning is neppnto the matrix using the
matrix mapping method defined previously. An exttmesresearch is performed to
ensure that the best mapping is found. If the mat@pping fails, the partitioning is
modified and new matrix mappings are performedsTéxXp loration loop, represented
in fig. 13 through a feedback arrow, is performedilithe sub-graphs fit in a single
matrix. The result of the first step is a new grapmposed of subgraphs and a set of
mapping solutions associated to each subgraph.

Phase 2: Global mapping

The second phase maps the set of sub-graphs ab®@imag the phase 1 onto the
cluster of matrices. The objective is to find a piag and an execution order
minimizing the communication cost, the configuraticost, the number of cells non-
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used and the execution time. A Fast Elitist Non-Dmted Sorting Genetic
Algorithm (NSGA 1) [13] is used to minimize thesmetrics.

A mapping solution is encoded as a two part chrames (fig. 14): the first part
represents the execution order of the subgraplessékcond part gives the matrix on
which sub-graph are executed. For example, inlfj.the set composed of subgraphs
Sb0, Sb1, Sb2, Sh3 and Sb4 is executed on mat@ogks and Gm2. Thus, Sb1 and
Sbh4 are executed in parallel on matrix Gm1l respelgtiGm2 at cycle 0. The
execution of sub-graphs Sb0, Sb 2 and Sb 3 isipgtlon Gm2. For this purpose,
Gmz2 is dynamically reconfigured two times.

4 0 5 6 0 |IGM2|GM1IGm2|Gm2]Gm2

order of execution matrix for mapping

Fig. 14.Global mapping solution encoding

Experimental results
To evaluate the efficiency of the proposed approaghused Xilinx-Virtex-4 [14]
schematic designs. Each circuit is characterizedth®y number of operations, the
number of dependencies and the depth (i.e. thetHenfj the longest path in the
circuit). The designs are modified to reach thengfarity required for the logic cell
(two 1-bit inputs and two 1-bit outputs). The targechitecture is based on Modified-
Omega clusters of 4d4w matrices. The experimemsililts are given in tab. 2, in
terms of the number of sub-functions obtained dfierpartitioning phase, the number
of dependencies between sub-functions, the ratiovden the number of logic
operations and the number of sub-functions (filtéa) and finally the number of
failures for matrix mapping during partitioning.
These results depend on the following factors:
¢ the size of the circuit: In the partitioning, nocty dependency is allowed between
sub-functions. Moreover, the restriction of conmdigt must be respected in order
to route data coherently in matrices. So, partitignresults depend on number of
dependences and the size of the circuit.
e failures on matrix mapping: During partitioning whea sub-graph cannot be
mapped onto a matrix, the sub-graph has to betipagd until it can be mapped.

This case occurred twice for CMP8, i.e. the coraegling graph was reduced three
times.

Benchmk No. No. Logical | No. sub- No. Fill No. hw
circuit operations| dependencie$ depth [ functions| dependencies factor | placement]
(%) failures
ALU2 45 64 14 6 9 46.9 1
CMP8 59 75 11 9 14 40.6 2
ADD8 101 132 22 11 18 57.4 0
ADSU8 133 180 25 18 30 45.8 0
CMP16 142 189 22 19 41 46.7 2
ADD16 197 260 38 21 36 58.6 0
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ADSU16 | 261 | 356 | 41 | 27 | 49 | 60.5] T ]

Table 2. Experimental cluster mapping results for Xilinxtéix-4 benchmark functions

Insights and future challenges

In this work, we have firstly explored some of thgportunities opened up by the
electrical behaviour of the double-gate CNTFET. Weused primarily on a specific
property, namely the enabling of p-type or n-tygeide behaviour to be achieved in
the same CNTFET according to the voltage appliedtht® back-gate. We have
developed a family of dynamically reconfigurablgito cell, based on these devices
and configured by the set of back gate bias vodtagbese fine-grain reconfigurable
cells have been considered as a universal recanfideicell enabling the synthesis of
any Boolean function.

We then introduced a cluster-based matrix architectuseful for fine-grain
reconfigurable logic cells based on emerging dexidénis cluster-based architecture
uses fixed interconnection topologies in order ¢duce the overhead induced by
conventional approaches. We have proposed a methoaap specific functions to
the matrices of reconfigurable cells. This metha tbeen used to analyze intra-
matrix topologies with respect to various metriegl shown that the mapping success
rate is about 90% for 6-point function graphs ahdw 40% for 12-point graphs
when using the Modified-Omega interconnect topolagya 4x4 matrix. This new
function mapping method is a key step towards udimgrgrain reconfigurable cells
for the on-the fly and patrtial reprogrammability.

Finally, we proposed a methodology for mapping Epgbns onto the cluster-
based architectures. This model enables the explaraf the potential of this type of
architectures for future applications and was usadcessfully to map complex
benchmark functions onto the architecture. The rhadasists of two main steps
accomplished through three complementary methodstitipning, matrix mapping
and cluster mapping.

The experience gained through this work lead udbeteve that carbon-based
computing fabrics can be a suitable support fovaerely deployment in many
industries such as communications, energy, tratspod healthcare. Tomorrow's
computing platforms must achieve high computingptighput at very low power,
while maintaining a level of robustness and capatit be redeployed to new
applications via software programming on very fidi hardware. In this way,
engineers and scientists can benefit from almo$imited computing power and can
concentrate on developing imaginative and high ddddue applications, while
seamlessly supported by highly flexible and autdara#ly configurable hardware and
software programming models.

Such design of nanofabrics is at the interface betwwo scientific communities:
that of nanoscience and nanotechnology on one feardithat of data processing and
embedded systems on the other. Critical challerfiges the design point of view are
to be able to understand how such devices can liesised in architectures and
indeed if they can be expected to deliver significaenefits at this level, and to
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extend existing design and simulation approachestake into account the
nanoelectronic approach. Close collaboration betwsesigners and technologists is
key to the strengthening of mutual design approsctexessary for the development
of nanoelectronic systems and the generation &f triginal designs exploiting the
specific properties of nanodevices. The outcomeswdh collaboration is a clearer
understanding of choices among the broad spectfyntential devices and possible
technologies capable of challenging conventiongdrapches in future nanoscale
applications.

In our view, technology is evolving at such a rdtat it is necessary to break the
traditional technology — device — compact modelreuit — architecture development
cycle by focusing on the fast-track integration méw devices into many-core
computing platforms, through the imple mentatiomefrtical and integrated research
approach. In this way, circuit and architecturalsia activities are based on
reasonable hypotheses issuing from device and tdahy work, and the
development of the aforementioned devices and tdoby is focused towards the
needs of high-level architectures.

References

TOP500 Supercomputing Sites, 2009. Availab letfggt://www.top500.0rg

International Technology Roadmap for Semicondocs,t 2007 edition. Available at

http ://public.itrs.net

3 O'Connor, I. et al. (2007), 'CNTFET Modeling aRéconfigurable Logic-Circuit design’,
IEEE Trans. Circuits and Systems, Vol. 54, No.dd.2365-2379

4 Chau, R. et al, (2005) ‘Benchmarking Nanoteabgplfor High-Performance and Low-
Power Logic Transistor Applications’, IEEE Transaridtechnology, Vol. 4, No. 2. 153.

5 Raychowdhury, A., Roy, K., (2005) ‘Carbon-Nanattlased Voltage-Mode Mutiple-
Valued Logic Design’, IEEE Trans. Nanotechnologp). M, No. 2, pp. 168-179.

6 Sordan, R., Balasubramanian, K., Burghard, MrnKK., (2006) ‘Exclusive-OR gate with a
single carbon nanotube’, Appl. Phys. Lett., Vol, 883119.

7 Lin, Y., Appenzeller, J., Knoch, J., Avouris, R2005) ‘High-Performance Carbon
Nanotube Field-Effect Transistor With Tunable Pities’, IEEE Trans. Nanotechnology,
Vol. 4, No. 5, September 2005

8 Moritz, CA. et al, (2007) "Fault-Tolerant Nawcaie Processors on Semiconductor
Nanowire Grids", IEEE Trans. CAS |, vol. 54, no, p1 2422

9 Ding, L., Tselev, A., Wang J., et al, (2009) I&¢ive Growth of Well-Aligned
Semiconducting Single-Walled Carbon Nanotubes’,dNlagtt., Vol. 9, No. 2, p. 800.

10 Akinwande, D., Yasuda, S., Paul, B., Fujita, Slpse, G., Wong, H.S.P., (2008)
‘Monolithic integration of CMOS VLSI and carbon r@anbes for hybrid nanotechnology
applications’, IEEE Trans. Nanotechnology, VoIN&. 5, p. 636.

11 Beyhoux, J.-M., Happy, H., Dambrine, G., Derycke, Goffman, M., Bourgoin, J.-P.,
(2006) ‘An 8-GHz ft Carbon Nanotube Field-effeatrtsistor for Gigahertz Range
Applications’, IEEE Electron Device Letters, Vol,2No. 8, pp. 681-683.

12 Adams, G.B., Agrawal, D.P., Siegel, H.J., "A\&yr and Comparison of Fault-Tolerant
M ultistage Interconnection Networks," Computer,.\&f), no. 6, pp. 14-27, June 1987.

13 Kalyanmoy, D., "A Fast Elitist Non-Dominated Bog Genetic Algorithm for Multi-
Objective Optimization: NSGA-II", IEEE Trans. Ev&@omput., vol. 6, no. 3, p. 149, 2002

14 Xilinx, "Virtex-4 Libraries Guide for Schematizesigns," 2009

N -




