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Abstract— 5G networks have been designed to support 
advanced and demanding services in critical verticals or industries 
such as connected and automated driving. Supporting advanced 
Vehicle to Everything (V2X) services may require installing Multi-
access/Mobile Edge Computing (MEC) platforms that reduce the 
latency and the traffic load on the transport and core networks by 
deploying services and computing resources closer to the edge of 
networks. 3GPP and ETSI indicate that the MEC can be installed 
on the transport network at different locations between the base 
station and the core network. The specific MEC location has 
important technical and business implications. This has also 
strong implications on the dimensioning of the link capacity of the 
5G transport network. In this context, this paper studies the link 
capacity demand that supporting advanced V2X services generate 
on the 5G transport network depending on the MEC location in 
the transport network. The paper considers gradual 5G 
deployments going from 5G Non-Stand-Alone (NSA) networks 
relying on the 4G Evolved Packet Core (EPC) network to 5G 
Stand-Alone (SA) deployments with a 5G Core Network. In 
addition, the paper evaluates the processing capabilities necessary 
to install V2X Application Servers (AS) at MEC nodes. The results 
show that it can be challenging for 5G NSA networks to support 
scaling V2X services, while 5G SA networks will require non-
negligible link capacities and significant MEC processing and 
computing power as MEC nodes are located closer to the core 
network and the vehicular traffic increases. These results call for 
careful dimensioning of the transport network and an optimized 
MEC location to support V2X services without starving other 5G 
services. 

Keywords—5G, MEC, Mobile Edge Computing, transport 
network, V2X, connected automated vehicles.  

I. INTRODUCTION  
5G introduces novel technologies and mechanisms to 

support a wide range of services with requirements grouped into 
three QoS categories: Ultra-Reliable Low Latency 
Communications (URLLC), enhanced Mobile BroadBand 
(eMBB), and Massive Internet of Things (MIoT). The advanced 
capabilities of 5G to provide low latency, high bandwidth and 
massive communications result in part from its New Radio (NR) 
interface. 5G NR incorporates new slot formats, modulation and 
coding schemes, and flexible numerologies, among others, that 
significantly reduce the latency, and increase the reliability and 
flexibility of 5G networks. Multi-access/Mobile Edge 
Computing (MEC) is another fundamental technology to 
facilitate the support of these services as it brings computing and 
storage resources closer to the end users and reduces the latency. 
5G networks have raised expectations on the possibility to 

support (safety critical) connected automated V2X applications, 
including some that traditionally are supported using Vehicle-
to-Vehicle (V2V) communications. In this case, 5G would 
replace the direct V2V communication with a connection 
between the vehicles through the cellular network, i.e. Vehicle-
to-Network-to-Vehicle (V2N2V). Proof-of-concept trials have 
shown promising end-to-end results of V2N2N [1][2]. These 
trials generally rely on the use of MEC platforms that reduce the 
latency by processing the V2X applications closer to the vehicle. 
At the same time, these field trials are mainly conducted with a 
limited number of vehicles and are based on a dedicated 
infrastructure. Therefore, the question remains on whether 5G 
networks can scale and support the strict requirements of critical 
V2X services to a larger number of users without starving or 
compromising other 5G services.   

3GPP and ETSI have identified MEC as a key 5G 
technology to support advanced and demanding connected 
automated V2X services. Installing the MEC on the transport 
network has important technical and business implications 
depending on where it is located in between the base station and 
the core network. Locating the MEC closer to the base station 
reduces the latency and the processing capabilities required for 
MEC nodes since they serve a smaller number of users. 
However, it requires a large number of MEC nodes for 
ubiquitous service provisioning. On the other hand, locating the 
MEC nodes closer to the core network reduces the number of 
MEC nodes necessary to support a large number of users but 
increases the latency and the network traffic load on the 5G 
transport network. The specific MEC location has also strong 
implications on the dimensioning of the link capacity of the 5G 
transport network. This is because of the hierarchical 
architecture of the transport network which includes different 
traffic aggregation levels. Therefore, a MEC location closer to 
the base station reduces the traffic load and link capacity 
requirements of the transport network links compared with 
locating it closer to the core network.  

In this context, this paper studies the tradeoffs of the MEC 
location in the transport network. Since 5G deployment has just 
started, the study considers a gradual evolution towards 5G 
deployment going from a 5G Non-Stand-Alone (NSA), that 
relies on 4G transport networks and the Evolved Packet Core 
(EPC), to 5G Stand-Alone (SA) deployments that are supported 
by 5G transport networks and the 5G Core (5GC). For each 
deployment scenario, this study first derives the link capacity 
demand that supporting advanced V2X services generates on the 
transport network. To this aim, this paper models the transport 
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network as a queueing system and derives the capacity of the 
transport network's links that needs to be reserved to support the 
traffic load generated by V2X services. The paper also evaluates 
the processing capabilities necessary to deploy V2X Application 
Servers (AS) at MEC nodes to support the V2X services. The 
conducted evaluation shows the challenges that 5G NSA 
networks can experience to support advanced V2X services as 
the traffic load grows. 5G SA can better support the V2X service 
traffic demand, but the required link capacities and MEC 
processing capabilities are non-negligible as MEC nodes are 
located closer to the core network. These link capacity demands 
need to be carefully estimated and considered in the 
dimensioning of 5G transport networks so that other 5G services 
are not negatively affected. The rest of this paper is organized  
as follows: Section II introduces the considered transport 
network architecture and scenario, and Section III shows the 
potential locations where MECs can be installed. Section IV and 
V describe the modeling of the transport network and V2X AS 
that is used to find out their stability conditions. Section VI 
shows the evaluation conditions and the obtained results, and 
Section VII summarizes the main conclusions. 

II. TRANSPORT NETWORK ARCHITECTURE AND SCENARIO 
This work uses the transport network architecture 

recommended by the ITU-T Study Group 15 [3] as a reference. 
This architecture is generally utilized by 4G networks and is 
being evolved to meet the 5G requirements. However, operators 
may deploy their networks according to their own scenarios and 
needs so the transport network architecture presented in [3] and 
illustrated in Fig. 1.a should be taken as a reference example. 
The transport network connects the radio interface to the core 
network, and has a hierarchical architecture as shown in Fig. 1.a. 
The figure uses the general term Active Antenna Unit (AAU) to 
refer to the base station or infrastructure element in the radio 
interface following [3]. The transport network comprises two 
segments or domains named access and aggregation. The 
transport network reference technical specifications commonly 
refer to these segments or domains as metro-edge and metro-
aggregation, respectively, whereas 3GPP specifications refer to 
fronthaul and midhaul, respectively. We will follow the more 
general convention of access and aggregation in this paper.  

Following [3], we consider a transport network scenario 
where the AAUs are connected to the nodes of the access 
domain via point-to-point links. In particular, each node of the 
access domain is connected to 6 AAUs via point-to-point links. 
Following the nomenclature utilized in [4], we will refer to the 
nodes of the access domain that are connected to the AAUs as 
M1. In the reference scenario, 6 of these M1 nodes connected in 
a ring topology form an access ring. Therefore, each access ring 
serves a total of 36 AAUs. Then, M2 nodes operate as gateways 
between the access and aggregation domains. Each M2 node 
serves as a gateway to 4 access rings, and each M2 node serves 
a total of 144 (i.e. 36x4) AAUs. An aggregation ring is made of 
6 M2 nodes. Finally, M3 nodes serve as gateways between the 
aggregation domain and the core network. In particular, the 
reference architecture indicates that an M3 node provides 
gateway capabilities to 2 aggregation rings, so each M3 serves a 
total of 1728 AAUs (144x6x2). Fig. 1.a shows that M1 and M2 
are connected following a ring topology. This ring configuration 
is considered to be at the electrical level while at the logical level 

they are connected point-to-point to their corresponding 
gateways [4][5]. In this context, M1 nodes are directly 
connected to M2 nodes, and M2 nodes to M3 nodes. This point-
to-point topology in the access and aggregation rings brings 
important benefits since packets are only queued once at the 
gateway level, while a ring topology requires queueing packets 
at every intermediate node towards the gateway node.  

Designing the transport network requires adequate 
dimensioning of the link capacities or link speeds to support the 
traffic demand and service requirements [4][6]. For example, the 
study reported in [4] derives the link capacity of the transport 
network architecture of [3] necessary to support a mixture of 
flows generated by eMBB, URLLC and MIoT services. The 
study identifies necessary speeds of 10 Gb/s for the AAU-M1 
links, 300 Gb/s for the M1-M2 links, and 6 Tb/s for the M2-M3 
links. [7] shows an example of a commercial transport network 
for 4G that is characterized by 1 Gb/s in the AAU-M1 links (in 
[7] the AAU is the 4G’s eNode B), and 10 Gb/s and 100 Gb/s 
links in the access and aggregation rings, respectively. In [6], the 
ITU recommendations establish scalable link speeds determined 
by the number of {10, 25, 50, 100, 200, 400} Gb/s interfaces 
introduced in the access and aggregation domains. For example, 
[6] establishes that the transport network link speeds to support 
5G requirements include: N1 x {10, 100, 200} Gb/s in the M1-
M2 links and N2  x {100, 200} in the M2-M3 links (when 
connected point-to-point), where N1 and N2 are the number of 
links necessary to support the services requirements. In line with 
ITU recommendations, the Next-Generation Optical transport 
network Forum (NGOF) reports in [8] an example of the 
evolution of the transport network link speeds to support the 
requirements of 4G LTE, an early deployment of 5G that 
reutilizes the 4G transport network and a mature 5G deployment 
that increases the transport network link speeds. This evolution 
reported in [8] coincides with the evolution considered in 3GPP 
from 5G Non-Stand Alone (NSA) to 5G SA networks [5][9].  

III. MEC LOCATIONS AT THE TRANSPORT NETWORK  
Several organizations like 3GPP, ETSI, ITU and 5G-PPP 

identify the importance of installing MECs to reduce the latency 
and the load on the transport network [10]. There are multiple 
options available to physically locate the MEC nodes. A feasible 
option for the physical MEC location is a network aggregation 
point within the transport network [11]. ETSI refers to the 
installation of MEC on the transport network as “bump in the 
wire” and it defines it as “all scenarios in which the MEC 
platform installation point ranges in locations between the base 
station itself and the mobile core network” [12].  

A key aspect for exploiting the benefits of MECs is the 
ability to route the traffic to/from the MEC applications. In 4G 
networks, steering traffic to/from MEC applications is achieved 
by configuring the MEC’s local DNS (Domain Name System) 
and the MEC host’s data plane. The local breakout functionality 
(i.e., the ability to route traffic over a close gateway) can also 
facilitate locating MEC in the transport network. However, the 
local breakout capabilities are limited in 4G [11] compared to 
5G. Expanded functionalities in 5G include (see details of these 
functionalities in clause 5.13 of [10]): 1) User Plane Function 
(UPF) local exposure to perform routing and traffic steering 
to/from the MEC location; 2) service and session continuity to 
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support the user mobility; 3) support to MECs located at the 
edge from the 5G core network. Without loss of generality, we 
indicate that the traffic steering and routing functionalities are 
implemented in the UPF.   

A. MEC at the access domain interface in M1 
Fig.1.b represents the first scenario where the MEC is co-

located with the transport network node that interfaces the 
access domain (i.e., at the node M1). Following Section II, the 
AS hosted in this MEC serves a total of 6 AAUs and it 
necessitates a total of 288 MEC nodes to cover the scenario. 
Traffic generated and addressed to the AS hosted in the MEC 
follows the following path in the uplink: 1) packets correctly 
received at the AAU are forwarded to the M1 node; 2) UPF’s 
traffic steering and routing functions filter out the packets 
matching the steered traffic and direct them towards the AS 
hosted in the MEC. In the downlink, the reverse path is followed 
starting at the AS that connects to the M1 through the UPF. M1 
forwards the packets towards the AAU. The links that intervene 
in the processing of V2X services in this MEC location include 
then the AAU-M1, M1-UPF and UPF-AS links.  

B. MEC at the aggregation domain interface in M2 
The second scenario installs the MEC at the transport 

network node that interfaces the aggregation domain, i.e., at the 

node M2. This is represented in Fig. 1.c where the AS at the 
MEC is in charge of serving a total of 144 AAUs considering 
the transport network reference scenario described in Section II. 
Locating the MEC at the M2 node requires then only 12 MEC 
nodes to cover the scenario. Traffic generated and addressed to 
the AS hosted in the MEC follows the following path in the 
uplink: 1) packets that are correctly received at the AAU are 
routed at the access domain by the M1 node towards the 
aggregation domain; 2) the M2 node passes the traffic to the 
UPF node that performs the traffic filter matching to steer the 
appropriate traffic towards the AS hosted in the MEC. Packets 
follow the reverse path in the downlink, i.e., from the AS the 
packets reach the M2 node through the UPF, and from the M2 
the packets are forwarded to M1 to finally reach the AAU. The 
links participating in this second MEC location include the 
AAU-M1, M1-M2, M2-UPF and UPF-AS links.  

C. MEC at the core interface in M3 
We consider a third scenario where the MEC is co-located 

with the transport network node that interfaces the core, i.e., the 
node M3. This is illustrated in Fig. 1.d. In this case, the AS 
hosted in the MEC serves all AAUs present in the considered 
transport network reference scenario, i.e., a total of 1728 AAUs. 
A single MEC node is also required since the M3 node is at the 
highest aggregation level of the transport network. Traffic 

 
a) Scenario of evaluation 

 

 
b) MEC location at M1 

 

 
c) MEC location at M2 

 

 
d) MEC location at M3 

Fig. 1. Reference transport network architecture and transport network scenarios for different MEC locations.  
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generated and addressed to the AS hosted in the MEC follow the 
following path in the uplink: AAU-M1, M1-M2 and M2-M3 
links. The UPF’s traffic steering and routing functions forward 
then the packets towards the AS hosted in the MEC. The reverse 
path is followed in the downlink. In this third MEC location, the 
following links participate in the routing of packets: AAU-M1, 
M1-M2, M2-M3, M3-UPF and UPF-AS.  

IV. TRANSPORT NETWORK MODELING 
We propose modeling the transport network scenario 

described in Section II as a queueing system in order to analyze 
its dimensioning based on the envisioned MEC locations and 
V2X services to support. Following the study reported in [4], 
each node of the transport network is modeled as an M/M/1 
queue. In M/M/1 queues, each node is represented with a single 
server that processes arrivals that are determined by a Poisson 
process, and the service time of the node follows an exponential 
distribution. M/M/1 queues also assume that the server buffer 
has an infinite capacity. 

A. General concepts 
We first show how to model a general network node in order 

to introduce important concepts that are later utilized for our 
complete transport network modeling. We first describe how to 
model the packet aggregation in the uplink transport path and 
the packet splitting in the downlink transport network path given 
the hierarchical structure of the transport network architecture. 
To this aim, we utilize the general schematic of a node in a 
queueing system that is illustrated in Fig. 2. Each node of a 
queueing system is characterized by the parameters λ and µ that 
represent the arrival rate of traffic to the node, and the service 
rate or departure rate of traffic from the node. In Fig. 2.a, the 
node has N input links, and each of these links is characterized 
by an arrival rate λin, i, i = 1, …, N. Due to the properties of 
Poisson processes, the overall or aggregate arrival traffic to the 
node is also a Poisson process,  with aggregate arrival rate λagg = 
∑ λin, i

N
i=1 . This aggregation process occurs in the uplink path of 

our architecture, e.g., M1 aggregates the traffic of 6 AAUs. Fig. 
2.b represents the case where a node has M output links. The 
traffic that is processed at each output link is a portion of the 
packet arrival rate λ. If we refer to pj as the portion of λ that is 
addressed to the output link j (j = 1…, M), the arrival traffic that 
the node has to dispatch through the output link j is a Poisson 
process, with λout,j = pj ⋅ λ. Note that all packets that arrive at the 
node have to be dispatched, so the condition ∑ 𝑝𝑝𝑗𝑗𝑀𝑀

𝑗𝑗=1  = 1 must 
be satisfied. This process of splitting traffic takes place at the 
downlink, e.g., the downlink traffic arriving at M1 has to be 

routed to 6 AAUs. Without loss of generality, we assume an 
even traffic split in our analysis, i.e., pj = 1/M, j = 1, …, M. 

Finally, it is also important to introduce the concept of node 
stability in queueing systems. The stability of a node shows 
whether it can process all received packets or not. Nodes 
characterized by infinite buffers, like in M/M/1 queues, are not 
stable if the traffic arrival rate is higher than the service rate or 
departure rate. This is the case because the buffer backlog would 
increase to infinity and there would be packets that never depart 
the node in a finite amount of time. The stability of a node is 
computed as: 
 ρj < 1, (1) 
where ρ is the node utilization or proportion of time that the link 
is busy transmitting packets and is defined as ρ= λ/µ. 

B. Modeling 
We focus on modeling the transport network with the MEC  

located at M3 since this case includes all links of the transport 
network, and therefore covers the two other scenarios that locate 
the MEC at M1 or M2.  

1) Uplink transport network path 
Fig. 3 shows a graphical representation of the transport 

network with the MEC at M3 as a queueing system. The system 
illustrates the uplink transport network path, and each node is 
characterized by λ and µ (measured in packets/s). The link 
between two nodes of the queueing system is characterized by 
C that represents the link capacity (measured in bits/s).  

At an AAU node, the arrival rate of traffic is determined by 
the traffic generated by the UEs in the cell. Let’s consider that 
there are NUE UEs in the cell that generate packets of B bytes at 
an average rate of T packets/s. Then, λAAU,UL and µAAU,UL can be 
computed as:  
 λAAU,UL = NUE ⋅ Τ, (2) 
 µAAU, UL = αAAU-M1 ⋅ CAAU-M1 / B. (3) 
In (3), CAAU-M1 is the link capacity between the nodes AAU and 
M1, and αAAU-M1 represents the fraction of this link capacity 
allocated to support the traffic of a specific service in the uplink 
path. We can then define the node’s utilization ρAAU,UL as: 

 ρAAU,UL = λAAU,UL / µAAU,UL = NUE · T · B
αAAU-M1 · CAAU-M1

. (4) 

If we consider the queueing system has no losses, the traffic 
at the output of a node is the same as its input rate λ. The arrival 
rate of traffic to the node M1 can then be computed as λM1,UL = 
∑ 𝜆𝜆𝐴𝐴𝐴𝐴𝐴𝐴,𝐴𝐴𝑈𝑈,𝑖𝑖

6
i=1  , where 𝜆𝜆𝐴𝐴𝐴𝐴𝐴𝐴,𝐴𝐴𝑈𝑈,𝑖𝑖  is the arrival rate of traffic to 

AAU connected to the M1 node following the scenario 
presented in Section II. If we assume the same traffic under each 
AAU, then λM1,UL can be computed as λM1,UL = 6 ⋅ λAAU,UL. The 
service rate of the M1 node can then be computed as µM1,UL = 
αM1-M2 ⋅ CM1-M2 / B, where CM1-M2 is the link capacity between the 
nodes M1 and M2, and αM1-M2 represents the fraction of this link 
capacity allocated to support the traffic of a specific service. 
Note that αAAU-M1 and αM1-M2 can take different values. Similarly, 
CAAU-M1 and CM1-M2 can also be different. We can then compute 
the utilization of M1 as: 

 ρM1,UL = λM1,UL / µM1,UL = 6 · λAAU,UL

αM1-M2 · CM1-M2 𝐵𝐵⁄
 = 6 · NUE · T · B

αM1-M2 · CM1-M2

. (5)        
a) Traffic aggregation   b) Traffic split 

Fig. 2. General schematic of a node in a queueuing system. 
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Following the same process as for M1, we can compute the 
arrival rate of traffic to M2 as λM2,UL = 6 ⋅ 4 ⋅λM1,UL. λM2,UL is 
derived considering that each M2 node serves as a gateway to 4 
access rings, and that each access ring comprises 6 M1 nodes as 
described in Section II. The service rate of the M2 node is 
computed as µM2,UL = αM2-M3 ⋅ CM2-M3 / B. CM2-M3 is the link 
capacity between the nodes M2 and M3, and αM2-M3 represents 
the fraction of this link capacity allocated to support the traffic 
of a specific service. Then, the utilization of the node M2 is 
computed as: 
 ρM2,UL = λM2,UL / µM2,UL = 24 · λM1,UL

αM2-M3 · CM2-M3 B⁄
 = 144  ∙ NUE · T · B

αM2-M3 · CM2-M3

. (6) 

The M3 node serves as a gateway to 2 aggregation rings, and 
each aggregation ring encompasses 6 M2 nodes (see Section II). 
The arrival rate of traffic to M3 can be computed as λM3,UL = 6 ⋅ 
2 ⋅ λM2,UL. Similarly, the service rate of the M3 node can be 
computed as µM3,UL = αM3-UPF ⋅ CM3-UPF / B. Note that CM3-UPF 
represents the capacity of the link between M3 and the UPF 
considering that the traffic at M3 is steered towards the UPF 
node. αM3-UPF represents the fraction of CM3-UPF allocated to 
support the traffic of a specific service. The utilization of the M3 
node is then estimated as: 
 ρM3,UL= λM3,UL / µM3,UL = 12 · λM2,UL

αM3-UPF · CM3-UPF B⁄
 = 1728  ∙ NUE · T · B

αM3-UPF · CM3-UPF

. (7) 

To complete the model, we must also characterize the UPF 
node and its connection to the (V2X) AS. Since there is no traffic 
aggregation nor traffic split from the node M3 to the (V2X) AS, 
the arrival rate of traffic to the UPF and (V2X) AS node 
coincides with the output rate of the M3 node. This can be 
expressed as λUPF,UL = λAS,UL = λM3,UL.  

2) Downlink transport network path 
The downlink transport network path starts at the (V2X) AS 

which generates λAS,DL packets/s based on the service type and 
characteristics. The downlink arrival rate of traffic to the UPF is 
equal to λAS,DL since there is no traffic split in this node.  

The traffic coming from the UPF node is split at the M3 node 
towards the two aggregation rings in the downlink transport 
network path, and each of these aggregation rings comprise 6 
M2 nodes. Therefore, the arrival rate of traffic to M3 that is sent 
to each M2 node is expressed as λM3,DL = λUPF,DL / 12. The M3 
node’s service rate in the downlink is µM3,DL = αM3-M2 ⋅ CM2-M3 / 

B. We maintain the same notation for the link capacity as in the 
uplink transport network path (i.e., CM2-M3) but use αM3-M2 to 
distinguish the fraction of this link capacity that is allocated to 
support V2X traffic in the downlink. In fact, downlink and 
uplink traffic may be asymmetric while the capacity of the link 
is independent of the uplink or downlink directions. Then, the 
utilization of the M3 node in the downlink is: 
 ρM3,DL= λM3,DL / µM3,DL = (λAS,DL ⋅ B) / (12⋅αM3-M2⋅CM2-M3). (8) 

Considering both uplink and downlink, the fraction of the total 
link capacity CM2-M3 that is allocated to support the traffic of a 
specific service is: 
 ΛM2-M3 = αM2-M3 + αM3-M2.  (9) 

The node M2 also routes the traffic coming from the node 
M3 towards a node M1 in the downlink transport network path. 
Since our scenario has 4 access rings connected to each M2 
node, and each access ring comprises 6 M1 nodes, the arrival 
rate of traffic to M2 in the downlink can be computed as λM2,DL 
= λM3,DL / 24, the service rate as µM2,DL = αM2-M1 ⋅ CM1-M2 / B, and 
the node M2’s utilization as: 
 ρM2,DL= λM2,DL / µM2,DL = (λAS,DL ⋅ B) / (288 ⋅ αM2-M1 ⋅ CM1-M2).

  (10) 

Therefore, the total fraction of the link capacity CM1-M2 that is 
allocated to support the traffic of a specific service is computed 
as: 
 ΛM1-M2 = αM1-M2 + αM2-M1.  (11) 

Finally, since the node M1 serves 6 different AUUs, the 
arrival rate of traffic to M1 that is split towards each AAU is 
λM1,DL = λM2,DL / 6. The M1 service rate is expressed as µM1,DL = 
αM1-AAU ⋅ CAAU-M1 / B, and the M1 node utilization is equal to:  
 ρM1,DL= λM1,DL / µM1,DL = (λAS,DL ⋅ B) / (1728 ⋅ αM1-AAU ⋅ CAAU-M1).
  (12) 
The total fraction of the link capacity CM1-M2 that is allocated to 
support the traffic of a specific service is computed as: 
 ΛAAU-M1 = αAAU-M1 + αM1-AAU.  (13) 

V. V2X APPLICATION SERVER 
The location of the MEC has strong implications on the 

network load it will have to process, and hence on the 
capabilities necessary for the V2X Application Server (AS). 
Dimensioning the processing power of the V2X AS must also 

 
Fig. 3. Representation of the transport network with the MEC at M3 as a queuing system. 
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consider the V2X services it provides support to. For example, 
some V2X services may require that the AS processes some 
data, while others may just require the V2X AS to act as a 
forwarder, e.g., when replacing direct V2V links with V2N2V 
connections via the cellular network. In this study we consider 
the V2X AS act as a forwarder. Therefore, the output rate of 
traffic from the V2X AS can be expressed as  λAS,DL = n ⋅ λAS,UL, 
where n is the number of copies of the packet received at the 
V2X AS in the uplink that are forwarded in the downlink. For a 
scenario in which the AS hosted in a MEC forwards uplink V2X 
traffic in the downlink, Intel estimates in [13] the processing 
time at the V2X AS as:   
 lAS = η ⋅ B ⋅θ / F,  (14) 
where F is the processing capacity of the V2X AS (measured in 
cycles/s), B is the packet size, and η is the number of processed 
packets. The study in [13] considers that the received V2X 
packets require θ cycles/bit for processing. In [13], the authors 
model θ using a continuous uniform distribution U(100, 300)1. 
η depends on the time window established to process packets.  
We consider that the time window is set to the radio 
transmission time interval (e.g., 1ms-subframe in 4G or {0.25, 
0.5, 1}ms-slot in 5G NR sub-6 GHz) that is denoted by ttt. The 
arrival rate of packets to the V2X AS follows a Poisson 
distribution with mean λAS,UL packets/s. We can then derive the 
average number of received packets in ttt seconds as ηtt = 
λAS,UL⋅ttt. In order to ensure stability conditions at the V2X AS, 
it shall pursue lAS ≤ ttt. 

VI. EVALUATION 

A. Evaluation scenario 
We model a highway scenario of 6 lanes per direction with 

80 vehicles/km/lane. The density of vehicles in a cell is 
computed using the distance between cells (or inter-site 
distance, ISD) that is set to 1732 m following 3GPP’s reference 
highway deployment scenario [3GPP TR 38.913 V15.0.0 (2018-
06) – Clause 6.1.8]. There are then in total more than 1650 
vehicles in each cell. All cells have the same density of vehicles. 
The evaluation does not focus on a particular advanced V2X 
service. Instead, we consider that vehicles in the cells generate 
V2X packets of B= {300, 600} bytes [14]. Packets are generated 
following a Poisson distribution with mean T= {100, 50, 20} ms 
[14]. The packets are routed towards the V2X AS through the 
transport network in the uplink, and we consider that the V2X 
AS just forwards to the downlink the packets received in the 
uplink. We consider two forwarding scenarios. In the first 
scenario we assume that we can forward packets in the downlink 
using broadcast transmissions. However, broadcast is not yet 
supported in Rel. 15/16 5G NR, so we consider a second 
scenario where the V2X AS creates n=6 copies of each received 
V2X packet. The copies are forwarded towards the same cell 
where the originating vehicle is located as if they were 
transmitted to 6 neighboring vehicles.  

Table I reports the capacity of the links between the nodes 
AAU and M1, M1 and M2, and M2 and M3 for the 4G and 5G 
transport network deployments that have been evaluated in this 

 
1 θ is on average 200 cycles/bit. Since the transport network is modeled as a 
M/M/1 queueing system, we are approximating the AS processing with an 
exponential distribution characterized by that average value. 

study. This information has been obtained from [7] for a 
commercial 4G transport network (commercial 4G), [4] for the 
ITU’s 5G transport network (ITU 5G), and [8] for NGOF’s early 
and mature 5G transport networks (early 5G and mature 5G). 

TABLE I.  LINK CAPACITIES FOR REFERENCE 4G AND 5G TRANSPORT 
NETWORK DEPLOYMENTS 

Transport network 
deployment AAU-M1 M1-M2 M2-M3 

Commercial 4G [7] 1 Gb/s 10 Gb/s 100 Gb/s 

ITU 5G [4] 10 Gb/s 300 Gb/s 6 Tb/s 

Early 5G [8]  10 Gb/s 200 Gb/s 1.6 Tb/s 

Mature 5G [8] 25 Gb/s 500 Gb/s 4.6 Tb/s 

B. Link capacity 
Fig. 4 shows the minimum fraction of the link capacity (Λ) 

that needs to be allocated to the links between the nodes AAU 
and M1 (Fig. 4.a), M1 and M2 (Fig. 4.b), and M2 and M3 (Fig. 
4.c) to support the traffic of the V2X service. Λ is computed for 
each of these links considering the fraction of the link capacity 
necessary in the uplink and downlink as shown in (13), (11) and 
(9), respectively. Λ is reported in Fig. 4 as a function of the 
network traffic load generated by each vehicle (or UE) that is 
computed as B/T. The results in Fig. 4 correspond to the scenario 
where 5G supports broadcast downlink transmissions, while 
Fig. 5 shows the results for the scenario where the V2X AS 
creates 6 copies of each V2X packet. Results are reported in 
Figs. 4 and 5 for the four transport network reference 
deployments (see Table II). 

Locating the MEC at the M1 node only requires using part 
of the link capacity between the nodes AAU and M1 since the 
traffic is routed at the node M1 towards the V2X AS. Then, the 
results reported in Fig. 4.a show that locating the MEC at M1 of 
the commercial 4G transport network requires reserving at least 
8% of the link capacity between the nodes AAU and M1 for the 
V2X service when the network traffic load per vehicle is just 24 
Kbits/s. When this load increases to 240 Kbits/s, supporting the 
V2X service requires 80% of the commercial 4G link capacity 
between AAU and M1. Locating the MEC at M2 uses the links 
between the nodes AAU and M1, and between the nodes M1 and 
M2. Similarly, locating the MEC at the M3 node utilizes the 
links between the nodes AAU and M1, M1 and M2, and M2 and 
M3. Fig. 4 shows that when we locate the MEC at M3, 
supporting the V2X service when each vehicle generates a load 
of 240 Kbits/s requires using 80%, 48% and 116% of the link 
capacity of each of these links. This shows that the link between 
the nodes M2 and M3 in the commercial 4G transport network 
is a bottleneck for locating the MEC at M3. Fig. 5 shows that the 
commercial 4G transport network is also challenged to support 
the traffic of the V2X service under many of the evaluated traffic 
loads when the V2X AS creates 6 copies of each received V2X 
packet. For example, when the MEC is located at the node M1, 
the link between the nodes AAU and M1 becomes a bottleneck 
when the network traffic load generated per vehicle is equal or 
higher than 96 Kbits/s. Note that the link between the nodes 
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AAU and M1 is also the bottleneck when the MEC is located at 
M2 and M3 since the V2X traffic needs to pass first through this 
link to reach M2 and M3. In general, Figs. 4 and 5 show that the 
commercial 4G transport network is challenged to support the 
V2X service as the traffic load per vehicle increases. This also 
represents a challenge for 5G NSA to support scaling V2X 
services since 5G NSA also relies on 4G transport networks.  

 5G transport networks (i.e., ITU 5G, early 5G and mature 
5G; see Table I) offer higher link capacities and reduce the value 
of Λ that is necessary to support the traffic of the V2X service 
for all possible locations of the MEC compared to the 
commercial 4G transport network (see Figs. 4 and 5). For 
example, when the MEC is located at M1 of the ITU 5G 
transport network, supporting the V2X service only requires 
0.8% of the link capacity between the nodes AAU and M1 when 
each vehicle generates 24 Kbits/s compared to 8% for the 
commercial 4G transport network. The required link capacity 
increases to 8% for the link between the nodes AAU and M1 of 
the ITU 5G transport network when the network traffic load 

generated by each vehicle increases to 240 Kbits/s. Scaling the 
network traffic load in Fig. 5 also increases the minimum 
fraction of the link capacities of the 5G transport networks 
necessary to support the traffic of the V2X service. For example, 
locating the MEC at the M3 node of the early 5G transport 
network results in that 28%, 8% and 25% of the link capacities 
between the nodes AAU and M1, M1 and M2, and M2 and M3, 
respectively, are necessary to support the V2X service when 
vehicles generate 240 Kbits/s of network traffic load each. On 
the other hand, the mature 5G transport network reduces the 
necessary link capacities to 11%, 3% and 8%, respectively, in 
the same scenario. Fig. 5 shows that for all 5G transport 
networks the highest fraction of the link capacities necessary to 
support the traffic of the V2X service is in the link between AAU 
and M1. This is important to be highlighted since the V2X traffic 
passes through this link under all possible locations of the MEC 
in the transport network. In this context, these results show that 
5G transport networks should be carefully dimensioned to 
ensure the network can scale to support more V2X services and 
other non-V2X services considering the location of the MEC. 

 
a) AAU-M1 link 

 
b) M1-M2 link 

 
c) M2-M3 link 

Fig. 5.  Minimum fraction of the link capacity necessary to support the traffic 
of the V2X service (scenario: 6 copies in the downlink). 
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Fig. 4.  Minimum fraction of the link capacity necessary to support the traffic 
of the V2X service (scenario: broadcast downlink). 
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C. MEC processing capabilities 
This section elaborates on the processing capabilities 

necessary to deploy the V2X AS at MEC nodes located at 
different nodes of the transport network. To this aim, we use the 
features of an Intel Xeon Gold 6252N processor that is typically 
used in MEC platforms as a reference [15]. This processor 
includes 24 independent cores, 48 threads of execution, and a 
maximum core frequency of 3.6 GHz. We have then computed 
the number of processors needed to process the V2X packets 
that arrive to the V2X AS in less than ttt so that packets do not 
backlog and to ensure the V2X AS stability. This number is 
reported in Table II and is computed considering the Intel Xeon 
Gold 6252N specifications and (14). Table II shows that the 
location of the MEC on the transport network has a significant 
impact on the number of processors needed at each MEC node. 
This number considerably increases as MEC nodes are closer to 
the core network. While the increased number of processors is a 
disadvantage for MECs located closer to the core network, the 
advantage is that the total number of MEC nodes required is 
lower as it has been shown in Section III.  

Next, we  use the MEC platform reported by Intel in [16] that 
includes 96 Intel Xeon Gold 6252N processors as a reference. 
We then derive the average percentage of packets that are added 
to the queue of the V2X AS because they cannot be processed 
in less than ttt. Packets are only added to the queue when the 
location of the MEC requires V2X AS with more than 96 
processors. This is the case when the MEC is located at M3 close 
to the core network (see Table II). In all these scenarios the V2X 
AS queue is not stable. On average, the queue length is larger as 
the network traffic load generated by each vehicle increases; 
from 40.5% to 88.1% of packets are queued when the traffic load 
increases from 48 Kbits/s to 240 Kbits/s. These results 
demonstrate that an optimized dimensioning of the MEC is 
necessary depending on the location of MEC nodes on the 
transport network, the network load and the characteristics of the 
V2X services to be supported.     

TABLE II.  MINIMUM NUMBER OF PROCESSORS NECESSARY TO ENSURE 
STABILITY AT THE V2X AS. 

 UE traffic load 
24 Kbits/s 48 Kbits/s  96 Kbits/s 120 Kbits/s 240 Kbits/s 

MEC @ M1 1 1 2 2 3 
MEC @ M2 7 14 34 27 68 
MEC @ M3 81 162 404 323 807 

VII. CONCLUSIONS 
5G networks introduce technologies that are expected to 

support advanced safety critical services for connected 
automated driving. This includes the use of MEC platforms that 
reduce the latency by locating the processing closer to the edge 
and the vehicles. MEC platforms can be hosted at different 
locations of the transport network. This paper has analyzed the 
link capacities of the transport network necessary to support the 
traffic of V2X services depending on the location of the MEC. 
The MEC platforms may host V2X Application Servers (AS). 
The location of the MEC on the transport network has also 
strong implications on the required MEC processing power. The 
results obtained show that 4G transport networks cannot support 
V2X services as the network load increases. 5G transport 
networks can better address the traffic load generated by 

advanced V2X services. However, non-negligible capacities of 
the 5G transport network links are required, especially when 5G 
does not support downlink broadcast transmissions. This can 
compromise the capacity of 5G to simultaneously support a 
variety of (V2X and non-V2X) services if networks are not 
properly dimensioned. The results also show that the MEC 
nodes require significant power and processing capabilities as 
they are deployed closer to core network in order to ensure the 
stability of the V2X AS.   
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