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Abstract—In large-scale failures, telecommunication carriers
are required to recover network services as quickly as possible.
Since few resources are available in the early stage of the disaster,
it is desirable to be able to recover services by repairing as few
communication facilities as necessary. This is a combinatorial
optimization problem. Recently, methods for solving the net-
work problem using reinforcement learning have been studied.
However, existing methods are not sufficient to recover network
services because they use only network information for agent
learning and decision making. We propose a deep reinforcement
learning method that utilizes the services information as well as
the network information for minimizing the total repair cost. We
represent communication networks and network services as a
supply graph and a demand graph, respectively, and use them
for agent learning and decision making. Numerical experiments
show that the proposed method can reduce the total cost from
baselines.

Index Terms—network recovery, large-scale disaster, reinforce-
ment learning, graph neural network

I. INTRODUCTION

Early restoration of network services in the event of a large-
scale disaster is an important social issue. When natural disas-
ters such as earthquakes and typhoons occur, various network
facilities are damaged over a wide area due to the collapse,
flooding, or power outages of buildings in which telecommu-
nications equipment is installed and operated. For example, in
the 2011 Great East Japan Earthquake, 385 telecommunication
buildings stopped functioning and 90 routes used by relay
transmission lines were damaged due to collapses, flooding,
and power outages, affecting approximately 1.5 million lines
[1]. Telecommunication services have become an important
social infrastructure, and are utilized by the national and local
governments to respond to disasters and determine the safety
of disaster victims. Therefore, telecommunication carriers are
required to repair failed communication facilities and recover
network services as quickly as possible.

Network service recovery is a combinatorial optimization
problem and is discussed as an important topic for fault
management. Repairing network facilities incurs costs through
using resources such as include workers, vehicles, and com-
munications equipment. In the early stages of a large-scale
disaster, the quantity of resources for network restoration
is insufficient. Therefore, network services are restored as
quickly as possible with minimum cost. This is the problem
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of finding a combination of failed facilities that minimizes the
repair cost to recover the network service.

The basic strategy in conventional researches [5]-[8] is to
prioritize repairing facilities on the shortest path for service
demands. Figure 1 shows an example of network service
recovery. Nodes and links represent communication facilities
and cables, respectively. In Figure 1(a), we consider the case of
recovering both service demands between nodes 1 and 3 and
between nodes 4 and 7. For simplicity, we do not consider
the amount of traffic, the capacity of the links, or a routing
protocol. Specifically, we assume that each service is recovered
when a path connecting the nodes is repaired. Conventional
methods based on the basic strategy repairs the nodes on the
shortest path of each service demand, as shown in Figure 1(b).
However, this strategy cannot repair nodes that are rarely on
the shortest path. Therefore, a different approach is needed to
obtain a plan to repair the nodes on the detour path as shown
in Figure 1(c). Note that (c) is preferable because it has fewer
nodes to repair than (b).

(a) Failed Network

O : Available node
O : Failed node
— : Link

<-»: Service demand

Fig. 1. Example of the network service recovery

In recent years, researchers have solved combinatorial op-
timization problems in networks using machine learning [2].
Dai et al. proposed solving various optimization problems on
graphs by combining graph embedding and deep reinforce-
ment learning (DRL) [3]. As an example of applying a similar
approach to network restoration, a method has been proposed
for efficiently restoring road networks by combining graph
convolutional neural network (GCN) and deep reinforcement
learning [4]. However, the application of machine learning has
never been proposed for the problem of recovering network
services between specific nodes as shown in Figure 1.
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We propose a DRL method that uses not only information of
the network but also information of services to be recovered.
The proposed method represents the services as edges con-
necting source and destination nodes on the network. Using
both the information of the network and the services helps the
agent to select appropriate repair nodes.

The contributions of this paper are summarized as follows;

« We introduce a graph representation of network services
in order to use service information such as source nodes,
destination nodes, and fault conditions.

o We design a novel DRL architecture encoding the net-
work and services information. Using such information,
the proposed method minimizes the total cost for recov-
ering network services.

o We conducted experiments with random service demands
and node failures and showed that the proposed method
outperforms baselines.

This paper is organized as follows. First, we compare related
methods and our method in Section II. Second, in Section
III, we describe the problem setting and formulation for the
network service recovery that minimize the repair cost. Next,
in Section IV, we explain the proposed architecture combining
graph neural networks (GNNs) and DRL method. Then, we
discuss the experimental settings and results of quantitative
comparisons between our method and baselines in Section V.
Finally, we conclude this paper in Section VI.

II. RELATED WORKS

In this section, we review the existing literature on the
network recovery problem for large-scale disasters and the
reinforcement learning.

A. Network Recovery Problem

Network recovery in the event of a large-scale disaster
has been formulated on the minimum-cost network recovery
problem and the progressive network recovery problem. In the
minimum-cost network recovery problem, we need to find a
combination of repair nodes that minimizes the cost required
to restore mission-critical services. In the progressive network
recovery problem, the repair order is determined to maximize
the cumulative traffic until full recovery in the case of repairing
failed network in stages. Both of these problems are NP-hard,
and existing methods have been proposed to solve them within
a practicable time scale.

Bartolini et al. formulated the minimum-cost network re-
covery problem, and proposed a heuristic algorithm to guide
recovery decisions [5]. They introduced a metric of demand
based centrality to prioritize each node in their algorithm.
The metric generalizes the notion of betweenness centrality
[9] which considers connectivity through shortest paths. The
method repairs nodes with high centrality, which are consid-
ered to greatly contribute to the network services. The demand
based centrality is also utilized in the method for solving
network recovery problem under incomplete information of
failure locations [6], [7]. In addition, Jia et.al proposed a

link importance-based network recovery method for large-
scale failures in smart grids, which utilized the K-shortest
path-based algorithm [10] to calculate the link importance [8].
Although shortest path-based methods are effective, they have
a limitation since they cannot share detour paths among service
demands.

B. Reinforcement Learning

Dai et al. proposed a Deep Q-Network (DQN) based method
for solving various optimization problems on graphs by com-
bining graph embedding and DRL [3]. This method uses a
framework that incrementally constructs a solution by iterating
graph embeddings and decisions. Specifically, the Q-values of
the nodes are computed by a neural network at each iteration,
and the one with the largest Q-value is greedily selected.

Fan et al. proposed a method for efficiently recovering road
networks [4] with the framework similar to [3]. To solve a road
network recovery problem, this method estimates a reward
for each action by inputting the network with intersections as
nodes and roads connecting intersections as links into a GCN
and an artificial neural network. Their method is not directly
applicable to recover network services that communicate be-
tween specific nodes because it aims to recover traffic among
all nodes.

In addition, DRL methods with GNNs have been applied
to routing problems [11], [12]. The routing problem is similar
to the network service recovery problem in that it connects
source (origin) and destination nodes. However, these existing
studies do not consider repair of failed nodes. Moreover, these
methods transform source and destination information into the
betweenness centrality of the links before inputting it into
the GNN. Therefore, this method has the same limitations as
shortest path-based methods.

In this paper, we focus on node repairing in the minimum-
cost network recovery problem. Our proposed method opti-
mizes the recovery plan by directly inputting information about
the service demands to the GNN, rather than the importance
of the nodes based on the shortest paths between them.

III. PROBLEM

In this section, we describe the network service recovery
problem in large-scale failures. Then, we formulate a program-
ming problem that minimizes the total cost to repair all failed
services. Here, we assume that the capacity of the links is
sufficiently larger than the amount of service demands. Thus,
we consider only the connectivity between the source and
destination nodes of service demands.

We model the communication network as a supply graph
Gy = (V, E;), where V and Ej represent nodes and links of
the network, respectively. We also model the network services
as a demand graph G4 = (V, Ey), where Ey represent service
demands. Each pair efj € Eq4 has a source node ¢ € V' and
destination node j € V. Each node i has a failure status f;
and a repair cost 7;. If a node is failed f; = 1, otherwise
fi = 0. Note that, in contrast to the model in [5], a supply
graph G and a demand graph G4 have the same nodes V.
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Fig. 2. Overview of SDG-DRL

Specifically, G4 includes nodes without edges. This is to
facilitate processing in the DRL.

We define the binary variables §;, which represent the
decision to repair the node i € V as (1). Here, §; = 1 if
node i is repaired, and §; = 0 otherwise. Since only the failed
node can be repaired, d; = 0 if f; =0 as (2).

5; €{0,1} (i € V) (1)

6;=0(ieVl|fi=0) 2)

We introduce a constraint (3) which is the connectivities on
the network between the source and destination nodes. Here,
€(i,7) is the number of paths between node i and j in the
supply graph G that pass through only the available nodes. It
is a function of binary variables §;.

6(17]) > 07 (21.7) € Ed (3)

The objective in the network service recovery problem (4)
is to minimize the total repair cost.

min Z 7:0; 4)
ieV
IV. PROPOSED METHOD

We propose a Supply and Demand Graph based DRL (SDG-
DRL) method to solve the network service recovery problem
for large-scale failures. To solve the network service recovery
problem, we use a framework that incrementally constructs a
solution, similar to [3] and [4].

Figure 2 is an overview of our proposed method. In the
DRL, an agent observes the state of an environment, selects
actions, and receives rewards on the basis of its actions. As
shown in Fig. 2, we consider the failed network and services
as the environment. Moreover, the agent estimates a reward
for each action Q(s,a) (green bars) by a model, and selects
an action (the highlighted node) on the basis of a greedy
policy. More specifically, we define state, action, reward, and
termination as follows.

o State: The state s is a set of supply graph th) and

demand graph th) at each time step ¢. Nodes in th)

and th) have attributes such as the node number 7, the
failure status f;, and the repair cost r;. Edges in Gét)
have an attribute such as the demand status ffj. If the
path from node i to j does not exist in G excluding the
failed node, fj = 1, otherwise ffj =0.

o Action: The agent selects and repairs a node. Thus, the
action space is the node candidates that can repair at each
step. The states of the selected node and the associated
service are updated by the action a.

e Reward: If the agent’s action recover any services, the
environment immediately rewards the agent. Specifically,
the environment provides greater rewards to agents for
actions that recover more services at lower cost. On the
other hand, if a service is not recovered, the environment
penalizes the agent on the basis of the repair cost.

o Termination: Each episode terminates when all the fail-
ure services have been restored. The proposed method
outputs a set of nodes selected during the episode.

A. Model

We describe the model for estimating the reward of each
action using the network and service information.

First, the agent embeds attributes of nodes and service
demands. The node embedding 7 s calculated using the
node number ¢ ,the node status fi(t , and the repair cost r; as
follows.

& = Ea(i) + Ee(£) + FE(ry) 5)

where E, and E; is an embedding function and FF is a
fully connected feed-forward function. Similarly, the service
demand embedding é?j(t) is calculated by using the demand

status ffj(t).
e = Ee(fi") (6)
Next, the agent obtains topological representations lAzZ(-t)
GNNs for SDG. The node embedding :%Et) is an attribute of
node ¢ in G§ and Gj, and the service demand embedding
é?](-t) is an attribute of edge e‘gj in Gq. We utilize graph
attention networks (GAT) [13] as GNNs, which can take into
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account edge attributes. The representation h of each layer is
calculated as Eq.(9) through the edge embeddings Eq.(7) and
weights Eq.(8), where a and W are parameters to be trained,
and || denotes vector concatenation.

e;; = a'LeakyReLU(W [h;||hj]) )
a;; = softmax;(e;;) ®)
hi=o | D aiWh ©)

(4,9)

In addition, to obtain correlations between nodes that are
far apart, the agent encodes the topological representation iALEt)
through the Transformer [14]. The Transformer block includes
a multi-head attention (MHA) sublayer and a node-wise fully
connected feed-forward (FF) sublayer. Each sublayer adds a
skip connection and batch normalization (BN). The represen-
tation h! of each layer is calculated as Eq.(10), [ is a layer
that does not share parameters, and iLl is an intermediate
representation. While the inputs of the first layer are the
topological representation iALEt , the outputs of the last layer
are the node representations nit .

h; = BNY(h!=! + MHA(RYE, . b))

. . 10
hl = BN'(h; + FF'(h;)) (10

Finally, the agent obtains the value of each action and selects
a node greedily. FF block projects the node representations
into the action space. Output of this block corresponds to
an estimated reward for each action, from which the optimal
action leading to the highest reward can be selected. Note that
the action to select a node with f; = 0 is masked by adding
—o0 to its value.

Q(s,a;) = FE(n{") (1)

B. Training

To train the model, we use the Double-DQN algorithm [15].
Double-DQN uses an experience replay buffer to store past
sequential experiences. At the end of each training episode,
the experience is retrieved from the replay buffer and used to
update the parameters. We update the parameters of the main
network by performing a gradient step to minimize the mean
squared loss:

1

= (- Q6,a;0))

y =D £ Qs argmax Q(sV, a1V 6);07)

a(t+1)

2
L

where B is the batch size, r(t71) is the instant reward of the
action a(), and ~ is the discount factor of the future reward.
0 and 0~ are parameters of the main networks and target
network, respectively. The parameters of the target network are
slightly synchronized with the parameters of the main network
of each episode in Eq.(12).

0~ 710+ (1—71)0" (12)

In training, the agent decides on the action for each step in
accordance with the e-greedy policy. Thus, with a probability
of ¢, a node is selected at random.

In the proposed method, GATs for the supply graph and
demand graph had two layers and one layer, respectively.
Transformer had six layers, and the MHA had eight heads.
The embedding dimension and hidden dimension both were
128. v = 0.99, 7 = 0.005, B = 128, and the learning rate was
set to 1 x 1076,

V. EVALUATION

In this section, we first discuss the baselines of the net-
work service recovery. Second, we describe the experimental
settings. Then, we present the numerical results of the perfor-
mance of the proposed method.

A. Baselines

BC: This method selects and repairs a node with high
betweenness centrality [9] at each step. We calculate the
betweenness centrality of a network in Eq.(13).

(i,5)€EEq
where ¢(i, j|v) is the number of shortest paths between node 4
and j. &(4, j|v) is the number of these paths that pass through
node v. In this method, the higher the betweenness centrality
of a node, the more important it is considered for network
service connectivity.

GCN-DQN: This method estimates a reward of each action
by a two-layer GCN for the supply graph and a two-layer
FF. In [4], the attribute of a node in the supply graph is
the number of independent pathways between any network
node pairs to solve the road network recovery problem. In
this paper, to solve the network service recovery problem, the
method utilizes BC,, in Eq.(13) as the attribute of a node.
Hyperparameters are set to the same values as in the proposed
method.

(13)

B. Experimental Settings

To evaluate the proposed method against BC and GCN-
DQN, we generate a network and services instances for
training and evaluation.

We generate a supply graph G using well-known Erd&s-
Rényi, and randomly select pairs of nodes to generate a
demand graph G4. We assume that nodes in the Gy repre-
sent communication buildings and pairs in the G4 represent
communication buildings which have a point of interface for
services that should be restored with priority. We used the
same topology of the supply graph in the training and evalu-
ation. In other words, we consider the problem of recovering
different services for a fixed network.

In this experiment, the number of nodes was 30, and the
probability of generating an edge between each node in supply
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graph is set to 0.2, and the repair cost of each node is set to
1.0.

First, we generated 1000 training graphs and 1000 validation
graphs which set the number of service demands |E4| to 10
and the failure probability of a node p to 1.0. These graphs
are used to train the SDG-DQN model and the GCN-DQN
model. The number of epochs is set to 20, and at the end of
each epoch, we evaluate the models in validation graphs and
use the parameters of the model with the best performance for
evaluation.

Next, we generated 1,000 evaluation graphs for each |Ey]
and p. As mentioned above, the topology of the supply graphs
is the same as that of the training graphs. We solved the
evaluation graphs with each method and compared the repair
costs when all services were recovered.

C. Results

The overall comparison results of the total repair cost are
shown in Table I and II. The smallest values are bolded.

TABLE I
TOTAL REPAIR COST ON RANDOM NETWORKS WITH p = 1.0.

[Ed] 10 5 20 25 30

BC 18893 23067 255  27.047 28032

GCN-DQN 26384 28247 28975 29.394 29.585

SDG-DQN 16419 20.862 23.249 25.067 26.446
TABLE II

TOTAL REPAIR COST ON RANDOM NETWORKS WITH |Ey| = 10.

) .0 05 0.2
BC 18893 9308 3.97
GCN-DQN 26384 1245 4507
SDG-DQN 16419  7.675 3.033

Table I shows the average cost for each number of service
demands | E4| with the failure probability p = 1.0. SDG-DQN
outperforms all other baselines in all settings. At |Eq4| = 10,
SDG-DQN improved performance by 13.1% over BC and
37.7% over GCN-DQN. These results indicate that the pro-
posed method can recover services more efficiently than exist-
ing methods that utilize the centrality of nodes. And, the SDG-
DQN also outperformed the baselines when the number of
services | E4| was increased from the training. Note that as the
number of services increases, the total repair cost approaches
30 because the number of source and destination nodes that
must be repaired increases. In addition, the performance of
GCN-DQN was lower than that of BC. The betweenness cen-
trality does not include source and destination information, so
propagating it by GNN rather obscures important nodes. Here,
we can see the benefit of the proposed method considering the
network and service information.

Table II shows the average cost for each failure probability
with the number of service demands |Eq| = 10. At p = 0.5
and p = 0.2, the proposed method outperforms the baselines.
SDG-DRL uses the parameters of the model trained on the
supply graph at p = 1.0. This shows that the proposed method

can obtain good performance without training for each failure
probability. This is because the process of recovering services
from a state where all nodes have failed includes a state where
some nodes have failed. Note that the training process can be
made more efficient by restricting the failure probability and
range.

VI. CONCLUSION

We proposed a deep reinforcement learning method to
minimize the cost for recovering network services in the
event of large-scale failures. To consider network and service
information simultaneously, we represented them as supply
and demand graphs, which we used for agent learning and
decision making. The model of the proposed method consists
of two graph neural networks, a transformer and a feed-
forward network. We evaluated the proposed method on a
random network under various failure conditions by randomly
generating services. The experiments showed that the proposed
method can decrease the total cost compared with the base-
lines.
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