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Abstract—Video streaming has dominated Internet traffic,
pushing network providers to ensure high-quality services to
avoid customer churn. However, predicting streaming quality
is challenging due to traffic encryption, requiring extensive
network monitoring. While several prediction approaches have
been studied, they often overlook resource and energy demands.
To address this, we analyze existing methods, quantifying mon-
itoring efficiency to predict video quality degradation. Finally,
we highlight significant differences in efficiency, driven by data
requirements and the prediction approach, offering insights for
providers to select a suitable method for their needs.

Index Terms—Video Streaming; Network Monitoring; QoE
Prediction; Resource Demands.

I. INTRODUCTION

The surge in online activities, multimedia consumption, and
social media engagement has significantly increased network
traffic. Internet traffic exceeded 100 billion gigabytes in 2022,
with video streaming accounting for 65 % of general and over
67 % of global mobile traffic [1]. For end users, minimal initial
delay and consistent video quality are crucial for a high Qual-
ity of Experience (QoE). Service providers must ensure robust
network quality to meet Service Level Agreements (SLA)
and deliver optimal streaming quality. Identifying factors that
degrade network quality through accurate measurements is
essential to develop tailored monitoring solutions, reduce
costs, and efficiently allocate resources. However, increasing
traffic complexity requires sophisticated monitoring systems,
challenging efforts to reduce energy and resource demands.

Currently, various methods to predict key QoE degradation
factors like re-buffering, playback quality, and initial delays
are available [2], [3], [4]. These approaches examine each
packet in both uplink and downlink, leading to high require-
ments for data analysis and increased hardware and energy
consumption. Other methods use partial data, such as uplink
requests only [5], [6], raising questions about their efficiency
in balancing resource demands with prediction quality.

In this paper, we identify key concepts to detect QoE
degradation factors during video streaming and assess the
resource and energy demands of such approaches. We analyze
the number of packets and data volume needed for prediction
and find that lightweight methods using partial data maintain
high prediction quality while reducing monitoring efficiency.
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Our contribution is threefold: (i) We examine monitoring
effort to identify efficiency of well-studied QoE degradation
factor prediction approaches using a large-scale dataset. (ii) We
differentiate the effort based on prediction methods, required
data, and video resolution. (iii) We discuss trade-offs be-
tween effort and prediction accuracy, offering guidelines to
help providers in choosing the appropriate approach. To this
end, the paper identifies and answers the following research
questions (RQs):

RQI: How much data need to be monitored for QoE
degradation factor prediction approaches from the literature?

RQ2: What is the most appropriate approach type with
respect to monitoring and processing effort?

RQ3: Are there trade-offs between monitoring and process-
ing effort, approach complexity, and prediction accuracy?

In the remainder, Sec. Il summarizes background and related
literature and in Sec. III, we present our methodology. We then
perform an evaluation in Sec. IV and conclude in Sec. V.

II. BACKGROUND AND RELATED WORK

First, we provide background and related work on video
streaming and streaming monitoring.

A. Video Streaming and Streaming Monitoring

Video streaming involves downloading and playing audio
and video content simultaneously. When downlink bandwidth
is insufficient, video quality may drop or interrupt, impairing
the user’s QoE. Key QoE degradation factors include initial
delay, video quality, frequency of quality switches, and the
number and duration of stallings [9]. Thus, accurate mon-
itoring of these factors is essential. Note, our focus is on
network-detectable QoE degradation, excluding factors like
video fragments or blurriness, covered in other studies [10].

1) Streaming Monitoring and Quality Prediction: For com-
prehensive streaming monitoring, it is essential to detect all
relevant data without influencing the performance of data
transmission or affecting QoE. The following steps are typical
for a high-quality monitoring procedure [5], [11].
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Table I: Overview of select related work.

Reference Approach Prediction goal Data # Features Window size  Quality
Wassermann’20 [2] random forest QoE packets  20-208 1s up to 86 % —91 % recall and precision
Orsolic’20 [7] tree-based QoE/KPI packets 10-228 1s-20s up to 90 % precision and recall
Shen’20 [3] CNN initial delay, resolution, packets 16 10s > 90 % precision and recall

stalling
Gutterman’20 [6] random forest  buffer warning, video requests 127 20 windows video dependent: 67 % —92 %

state, video quality of 10s
Loh’21 [5] random forest, QoE requests 10 10 requests 78 % —96 %

NN, LSTM

Madanapalli’2l  [4] random forest  QoE requests 11 every 0.5s 5s5-30s 88 % —93 % recall and accuracy
Loh’23 [8] uplink model quality change, stalling, requests 3-10 10 requests up to 60 % —90 % precision and recall

buffering issues

Flow Monitoring: First, all flows associated with video
streams are identified, usually using the four tuples of source
and destination IP addresses and ports to distinguish flows
and identify the correct sender and receiver. Ports can some-
times help separate video from audio content or different
resolutions [8], but this can be error-prone and requires
verification [8]. Additionally, actual video traffic must be
distinguished from other streaming platform traffic, such as ads
or video suggestions [11], [12]. Since video streams dominate
a session’s flows [13], various methods for identifying video
flows are well-established [14], [15].

Network Traffic Post-Processing: After monitoring, ex-
tensive post-processing is needed, including data extraction, la-
beling, and calculating additional parameters and features [11],
[16]. Key data includes IP addresses, port information, proto-
cols used, and traffic size in both uplink and downlink direc-
tions [5]. This data is often aggregated into time windows [2]
or requests [5], [6]. Other relevant parameters include packet
inter-arrival times, inter-request times, and total uplink and
downlink volume within the aggregation period [13].

Quality of Experience Prediction: Finally, model- and
ML-based approaches are commonly used to predict QoE
degradation factors. Model-based methods describe the
streaming session using incoming data [17] or inter-request
times to assess data sufficiency [5]. ML-based methods require
feature selection and training to predict QoE degradation
factors, with feature sets ranging from around ten [5] to over
200 [2]. The complexity of approaches varies, from simple
tree-based models [5], [2] to neural networks [2] and LSTM
solutions [5]. Once all factors are predicted, expected QoE is
determined via QoE models, as detailed in [18].

B. Related Work

Nowadays, QoE prediction approaches can be categorized
into real-time or non-real-time methods, with or without ML.
The first non-real-time session modeling approach was intro-
duced by Dimopoulos in 2016 [19], while real-time methods,
like those published by Mazhar et al. in 2018 [20], are
preferred for timely quality degradation identification. Table I
summarizes key literature. Tree-based methods use fewer than
20 features from full packet traces, achieving over 90 %
precision and recall for QoE degradation factors [2], [7]. CNN-
based approaches use 16 features for similar accuracy [3],

while request-based methods, like [6], rely on 127 features.
Newer methods use fewer features with comparable quality
for on-demand [8], [4] and live streaming [12]. Session models
based on request counts also reduce data needs [17]. However,
a comprehensive evaluation of the monitoring effort for these
approaches is lacking, which this work aims to address.

III. METHODOLOGY

This section introduces the dataset and methodology used
to quantify the monitoring and processing efficiency for QoE
degradation prediction approaches.

A. Dataset Summary

We analyze a large-scale dataset [11] featuring 14,057 video
runs and over 1,000 hours of playtime, measured using the
native YouTube app. The dataset covers more than 80 network
scenarios and 170 bandwidth settings, providing a wide range
of realistic and constructed network conditions [11]. It includes
video resolutions from 144p to 1080p, using both TCP and
UDP protocols. This allows for a general evaluation across
typical video streaming scenarios on YouTube, one of the
largest contributor to global streaming traffic.

B. Influencing Factors on Monitoring and Processing Effort

To quantify efficiency of QoE degradation factor prediction
approaches, we analyze the monitoring and data processing,
discussing the prediction approach at the end of this paper.

1) Monitoring Effort: A key factor influencing QoE predic-
tion is the data volume. Since video flows must be separated
from cross-traffic and platform-specific data like ads or rec-
ommendations regardless of the method used, this separation
is not considered here.

Monitored Packets: We quantify the number of transmit-
ted packets that must be monitored during video streaming.
Given varying video lengths in our dataset, we calculate the
number of packets per second as a CDF in Figure 1. The x-axis
shows the average packets per second per video, with different
lines representing packet types: black for all packets, brown
for downlink, orange for uplink, and yellow for uplink packets
with payload. As expected, more packets are monitored when
downlink or both uplink and downlink are considered. On
average, all packets total 173 per second, downlink alone 114,
and uplink 58. For uplink payload packets used in uplink-
based prediction approaches (e.g., [5], [6]), only 0.36 packets
per second need monitoring.
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transmitted packets per second

Figure 1: Transmitted packets per sec-
ond when streaming video.

Monitored Bytes: Considering monitored kilobyte per
second in Figure 2, the difference in average traffic between all
packets and downlink packets is minimal at 1.25 Mbps, as the
downlink carries most of the video data. In contrast, uplink
traffic averages 16.8 Kbps overall and 2.2 Kbps for packets
containing actual payload. Uplink traffic shows a multi-modal
distribution, with 25 % slightly exceeding the payload data in
yellow, while the remaining 75 % requires significantly more.

Figure 3 finally plots the data needed to stream videos
by resolution. The x-axis shows kilobytes per second on a
logarithmic scale, with solid lines for downlink and dashed
lines for uplink. More data is needed for downlink than
uplink, with higher resolutions increasing the downlink data
requirement. Specifically, 144p needs 60 % less data than
360p, 720p requires twice as much, and 1080p needs four
times more. Uplink data is less affected by resolution changes,
with 144p needing slightly more and 1080p and about 50 %
more than 360p. The packet count follows a similar pattern.
A more detailed analysis is omitted because of space reasons.
To this end, we can answer the first research question (RQ1)
as follows: The monitoring effort depends on the data type.
While we need to monitor more than 100 packets per second
if the full packet trace or downlink packets are considered, less
than one packet per second is required using uplink packets
containing payload only. A similar behavior is visible if we
consider the required amount of data in byte by comparing
uplink and downlink. Furthermore, the monitoring effort is
heavily increasing with resolutions considering downlink data,
in contrast to only a slight increase using uplink. As a result,
for larger resolutions streamed in the future, uplink-based
monitoring is suggested because it scales better.

2) Data Processing: After monitoring, it is essential to
post-process the data and extract the required features.

Processing based on Prediction Approach: Different QoE
degradation factor prediction approaches use either real-time
data or time windows with historical data. Real-time or simple
calculation methods require minimal processing overhead. In
contrast, approaches that consider specific time frames or
windows around the current playback position need to retain
data for a certain period, which increases the data volume and
the number of packets or features that must be processed.

Raw Data Post-Processing: The raw data post-processing
steps determines which and how much data must be kept,
which information should be extracted from each packet,

transmitted data [kbps]

Figure 2: Transmitted data in kbps
when streaming video.
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Figure 3: Data per resolution (solid:
downlink, dashed: uplink payload).

and which additional post-processing operations are required.
Typically parameters such as packet arrival times, source
and destination IP addresses and ports, the protocol, and the
payload size are kept and extracted as features [5], [8], [2].

Processing Effort Calculation: To determine the process-
ing effort, we can categorize features into single event features
and time window-based features. Single event features, such
as packet arrivals or sending timestamps, require minimal
effort, as only one event is monitored at a time. In contrast,
time window-based features depend on the window size and
packet count within it. This requires monitoring all packets and
updating variables for each new packet, increasing processing
overhead based on the number of packet types per time
window. Additionally, computing features like sums, averages,
or standard deviations involves moderate effort. Advanced fea-
tures, such as distributions or results from iterative algorithms,
require more extensive processing.

C. Efficiency for QoE Influencing Factor Prediction

Finally, we can quantify the monitoring and processing
effort required to predict key QoE degradation factors using
approaches from the literature. Based on the aforementioned
considerations and the different approaches existing in the
literature, summarized in Section II-B and Table I, we can
differentiate the required effort according to four categories,
data input, data usage duration, required features, and predic-
tion approach type. In the following, we briefly introduce the
categories that are evaluated later in the paper with regard to
the potentially required effort.

Data Input: First, the required data input is essential to
quantify the efficiency for the prediction approach. Typical
prediction approaches distinguish between uplink traffic [6],
[8] and full packet traces [2], [7] as input. We have already
seen large differences in the amount of data that need to be
monitored between both approaches in Section III-B. Conse-
quently, this is not evaluated in detail again in the evaluation
but is included in the assessment of the other categories, as the
number of required data commonly influences the data usage,
the number of features, or the general approach complexity.

Data Usage Duration: Besides the amount of data, the
duration, specific data are required for analysis is usually of
key interest. If data need to be stored longer in the memory,
more resources are required for a longer period of time. This
leads to a higher resource and energy demand. Furthermore,
usually more data are then required to calculate essential
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features. The duration of data usage is determined by the
prediction approach, which means whether QoE degradation
factors are directly predicted based on the data arriving at
the monitoring instance or if a time window is required.
Consequently, we can study direct approaches, as suggested
in [5], [8], time window approaches with small time windows
of 1s as investigated in [2], [7], and up to time windows of
20s [7], or 30s [4]. Furthermore, several time windows of
a specific duration can be kept, as done in [6], keeping 20
windows of 10s length.

Required Features: The complexity to assess the required
features can be determined by the count of raw features and the
effort to calculate the features. As summarized in Table I, the
count of features ranges from three to 228 in the literature.
The effort for feature calculation is dependent on the input
data for the calculation and the calculation complexity itself,
as discussed in the processing effort calculation above.

Prediction Approach Type: Finally, the complexity of the
approach must be considered. We can distinguish between a
simple session reconstruction model without complex training
or testing procedures [8], classical ML approaches including
tree-based solutions [2], [5], and more complex solutions using
neural networks [3]. As the required resources for the different
solutions highly depend on, among others, the required data,
hardware, model design, and training duration, we will briefly
discuss these influences at the end of this paper.

IV. EVALUATION

We could identify different settings that impact the effort for
QoE degradation factor prediction approaches. These settings
are evaluated in the following according to their categories
defined above. As we already identified large differences using
only uplink data or full packet traces, the influence of the input
on the effort with a different data usage duration and varying
effort for feature assessment is discussed in the following.

A. Data Usage Duration

The window size for the prediction is essential considering
the data usage duration. Monitored data are, for example,
held for this duration in the memory to calculate features
for the complete window size. We compare this effort to
calculate a single feature in Figure 4 as CDF for all videos
from our dataset to demonstrate the effort as a result of using
different window sizes and input data. The x-axis represents
the average memory size needed to hold the required data,
and the colors show different approaches. The black line is
the request-based approach using a minimal window size of
ten requests proposed in [5]. The brown line shows the effort
for a request-based approach with a maximum window size
of 20 windows and 10s duration [6]. The window size has a
significant influence on the average required memory, although
both uplink-based approaches use the same data. Although the
approach illustrated in black has an average required memory
of 7.85 KB, it is more than 55 KB on average for the maximal
request-based approach in brown and a seven-fold increase. In
contrast, if a full packet trace is monitored and a window of

1's is used, as presented by Orsolic in [7], a further three-fold
increase in the required memory on average is visible, shown
in orange. Finally, if we consider a 20 s window from the same
approach, 20 times more memory is required. Consequently,
we see that the selection of the approach and the required
amount of data have a significant effect on the effort. Similarly,
we can compare the average number of active packets, that is
the average number of packets that must be kept for feature
calculation, per video for different approaches. Obviously, it
is highly dependent on the input data and the window size.
We plot the result in Figure 5 as CDF and keep the colors as
above. The x-axis shows the average number of active packets.
Especially when we compare the usage of only uplink requests
with minimal data requirements in black and the full packet
trace with a window size of 20s from Orsolic [7] in yellow,
a more than 1,000-fold increase is visible.

B. Required Features

As the raw comparison of the number of features is trivial
and available in Table I, we include the amount of required
data in our assessment. We plot the effort increase for different
approaches in Figure 6 on the x-axis compared to the average
effort for the most lightweight approach using only requests
and a minimal window of ten requests from the previous
consideration (black line Figure 5). The colors for the other
approaches are kept as above, the solid lines show the in-
crease in number of operations that have to be performed in
comparison to the most lightweight approach. Each operation
is assumed to generate the same effort while n operations
represent the calculation of one feature using n packets. Thus,
this effort changes with more packets or features. The dashed
lines indicate the required memory as described in the data
usage section above and is influenced by the required data
size and the time the data need to be kept in the memory.
Here, we assume that all features can be calculated at once
and that no additional memory is required to calculate multiple
features. We see an effort increase with regard to the number of
operations for all approaches against the minimum. However,
although the orange line shows the effort increase using a
full packet trace as data source, it performs better than the
brown line showing the request-based approach using 127
features [6]. More packets are required using a full packet
trace but only a window of 1s is used with 10 features. The
request-based approach [6] requires 127 features in the worst
case with 20 10s windows. We see a contrary behavior if
we compare the dashed brown and orange line which show
the required resources that are influenced by the amount of
data that must be kept. Furthermore, for all approaches, the
full packet trace approach from Orsolic [7] using 228 features
and a 20s window as worst case performs the worst, shown
in yellow. To this end, we can answer our second research
question (RQ2), as follows: The effort required to predict key
QoE degradation factors increases with more data, features, or
longer time windows. However, the most lightweight approach
with regard to the required number of data that need to be
monitored does not always show the least effort. Consequently,
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Figure 4: Memory for processing.

the requirement of additional features must be studied to
reduce effort and thus, resource and energy consumption.

C. Discussion: Comprehensive View on Approaches

We can identify two key results with respect to the monitor-
ing and processing effort for the approaches from literature.
First, using partial data requires less effort for monitoring
and feature assessment, and available resources could be
saved for the actual prediction model. If a similar complex
model is operated, the total pipeline from monitoring to actual
prediction is cheaper on partial data than on the full packet
trace if the number of features and the window size are not
excessively increased. Second, there are models available in
the literature that use only requests and operate a very simple
model (e.g., [8]). If the main focus is the required effort,
and since we assume that a simple heuristic requires the least
effort compared to ML-based solutions, such an approach can
be suggested. Most ML solutions require more input data
and thus, more effort to obtain prediction results. However,
simple random forest approaches achieve acceptable prediction
accuracy with moderate effort. Finally, we can answer our third
research question (RQ3): To keep an approach lightweight
when many packets need to be monitored, it is essential to
limit the number of features. This holds in particular true if
much data is required to calculate single features using long
time windows. Consequently, we suggest to limit the amount
of required data, e.g., to uplink requests, short time windows,
and to few features. Moreover, literature shows that such
approaches can perform with similar prediction accuracy as
high resource-consuming solutions, as we highlight in Table I.

V. CONCLUSION

We pinpoint crucial elements within a streaming monitoring
approach that collectively contribute to the total effort and
influence efficiency of a QoE degradation factor prediction
approach. Such effort can be quantified by necessary memory,
storage, CPU requirements, or energy consumption, making
it a fundamental quality indicator. We see that lightweight
monitoring approaches, which only take partial data such as
uplink requests into account and require a small number of
features, are considerably more cost-effective compared to
full packet trace solutions. Furthermore, the duration arriving
packets are kept in any form of memory for feature calculation
plays an important role. We see from the literature that more
complex models often do not significantly improve prediction

average number active packets

Figure 5: Average number used packets.

effort increase against minimum

Figure 6: Effort comparison.

accuracy or that a minor improvement can require significantly
more resources. Thus, we recommend to select the methods to
predict QoE degradation factors in a wise way dependent on
the prediction goal and to prefer lightweight solutions. In the
future, comprehensive measurements for different approaches
are required to quantify the memory, storage, and CPU re-
quirements for the investigated procedures in detail.
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