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Abstract—Distributed training of artificial intelligence models,
such as Large Language Models (LLMs), generates highly
structured and intense traffic patterns between GPUs, with
synchronous and repetitive flows that can easily cause congestion
and bottlenecks in data center networks. In this context, currently
adopted protocols, such as RoCEv2, show significant limitations
in the presence of bursty traffic and low entropy, compromising
overall system efficiency.

Segment Routing over IPv6 (SRv6) offers a programmable
mechanism to steer AI workload traffic along explicitly chosen
paths, enabling precise and congestion-aware routing under
dynamic conditions. Lightweight monitoring modules can detect
congestion conditions in real time and report them to the orches-
trator or NICs, enabling dynamic rerouting decisions without
requiring control-plane signaling or state in the fabric. SRv6
micro-segment (uSID) encoding allows the NIC to steer traffic
along alternate, congestion-free paths simply by updating the
IPv6 destination address, preserving RoCEv2 semantics while
ensuring rapid adaptability. This work provides a practical
implementation and experimental validation of the recent IETF
Internet-Draft “SRv6 for Deterministic Path Placement in Al
Backends”, demonstrating its feasibility and performance bene-
fits in RoCEv2-based infrastructures. The results highlight the
potential of SRv6 as a practical and vendor-agnostic solution to
enhance networking efficiency in modern AI datacenters.

Index Terms—SRv6, Al workloads, RoCEv2, congestion con-
trol, programmable networks, datacenter fabrics, traffic engi-
neering.

I. INTRODUCTION

Distributed training of large-scale artificial intelligence
models, such as Large Language Models (LLMs), requires a
network capable of handling extremely heavy traffic between
GPUs. Model synchronization phases, involving collective
operations such as AllReduce, generate large and synchronized
data flows, commonly referred to as elephant flows. These pre-
dictable yet high-intensity flows can easily saturate links and
compromise overall system performance, leading to increased
latencies and slower training convergence times [1]. Current
technologies, such as RoCEv2 [2], are designed to provide low
latency and high throughput, but they rely on lossless networks
achieved through mechanisms such as Priority Flow Control
(PFC) [3]. Such mechanisms, while effective in preventing
packet loss, can generate harmful side effects such as head-
of-line blocking and congestion propagation [4]. Moreover,
RoCEv2 generates a limited number of flows, due to its
mapping to Queue Pairs, which results in low entropy and
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prevents efficient traffic distribution via Equal-Cost Multi-Path
(ECMP) [5].

A recent Internet-Draft [6] proposed an architecture for
SRv6-based deterministic path placement tailored to dis-
tributed Al workloads. Our work builds directly on that pro-
posal by implementing its key mechanisms in a testbed with
RoCEV?2 traffic, validating its feasibility in real environments.
We demonstrate that the draft’s envisioned architecture can
be realized with commodity hardware and without changes to
existing RoCEv2 semantics. The proposed approach is well
suited for Al workloads that generate high-volume, repetitive,
and synchronized traffic [1], where even brief congestion
events can significantly affect performance. The programma-
bility offered by SRv6 allows rapid path adjustments in
response to congestion, enhancing network resilience and
ensuring predictable behavior [7], [8]. Within this context,
we propose a lightweight monitoring and control architecture
that combines real-time congestion detection with SRv6-based
programmable routing to improve RoCEv2 traffic handling in
distributed Al training environments. By leveraging existing
infrastructure metrics such as throughput drops, ECN markings
and latency variations, the system enables rapid and informed
rerouting decisions without requiring fabric-wide signaling or
control-plane interactions. Preliminary experiments under Ro-
CEv2 traffic demonstrate that dynamic SRv6-based rerouting
can restore throughput stability and improve fabric utilization
during congestion, providing a practical and incrementally
deployable solution for modern Al datacenters [4], [9].

II. AI TRAFFIC CHARACTERISTICS AND CHALLENGES
A. Traffic characteristics in AI workloads

The training of large-scale AI models across multiple
GPUs places sustained pressure on datacenter interconnects,
as collective communication patterns demand continuous high-
bandwidth exchanges. These predictable, long-lived data trans-
fers form elephant flows that must be efficiently managed
to prevent latency buildup and degraded training throughput
[1]. Another typical behavior is synchronized bursts, which
occur during pattern synchronization phases. These generate
coordinated and recurrent traffic spikes, exacerbating the risk
of localized congestion in the network. In addition, Al traffic
tends to exhibit low entropy for ECMP, since GPU-to-GPU
communication occurs through a small number of flows,
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usually corresponding to the Queue Pairs of RoCEv2 [5]. This
limits the effectiveness of load balancing algorithms based on
5-tuple hashes, leading to uneven link utilization and hotspot
formation. Finally, resilience is a key requirement. Failures or
congestion in the network can result in significant delays in
training time and increased operational costs. It is therefore
crucial for network infrastructures to adapt autonomously to
varying traffic conditions, preventing bottlenecks and main-
taining continuous data exchange between GPUs.

B. Limits of Current RoCEv2 Transport

In the context of distributed Al workloads, RoCEv2 is the
de facto standard for GPU communication, offering efficient
remote memory access over commodity Ethernet networks.
However, the protocol is tightly coupled to the assumption
of a lossless network, typically enforced through Priority
Flow Control (PFC) [3]. While PFC prevents packet loss, it
introduces harmful side effects such as head-of-line blocking
and congestion spreading [4], which degrade overall fabric
performance. To mitigate these effects, RoCEv2 supports
congestion control algorithms such as DCQCN, which adjust
flow rates using ECN and feedback mechanisms. However,
DCQCN tends to be unstable under bursty traffic and often
requires fine-grained parameter tuning to prevent oscillations
or slow convergence, a limitation that becomes critical in Al
training workloads where synchronous flows heavily contend
for shared resources.

To address these limitations, several advanced congestion
control schemes have been proposed. Telemetry-driven ap-
proaches like HPCC and Swift [10], [11] achieve high link
utilization with low latency using real-time feedback. En-
hanced DCQCN variants such as SR-DCQCN and ACC [12],
[13] offer improved responsiveness through selective retrans-
missions and ACK-based pacing. Receiver-centric schemes
like RCC [14] and PCNP [15] accelerate convergence with
minimal network modifications, while RL-CC [16] leverages
lightweight reinforcement learning on NICs.

At the routing level, RoCEv2 also suffers from low entropy
due to the limited number of Queue Pairs, reducing ECMP
effectiveness and leading to flow collisions [17]. Recent ap-
proaches such as STrack and Ethereal [18], [19] address this
with programmable multipath routing, using congestion sig-
nals or application-level guidance to redistribute flows—often
requiring additional fabric support or packet spraying.

A notable direction comes from the Ultra Ethernet Con-
sortium (UEC), which is standardizing a suite of Ethernet
enhancements specifically for AI workloads [20], including
techniques such as packet spraying [21] and packet trim-
ming [22]. More radical approaches such as the Network Data-
gram Protocol (NDP) [23] integrate packet trimming at the
transport layer, offering a complete rethinking of congestion
management in loss-sensitive environments.

All these approaches aim to increase path diversity and
reduce congestion impact but often introduce complexity at
both the data and control planes.
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Fig. 1. Simplified leaf-spine topology. (a) ECMP causes flow collisions as
multiple elephant flows are hashed to the same links. (b) SRv6 assigns distinct
paths per flow, reducing contention and improving link utilization.

In contrast, our work follows the SRv6-based architecture
proposed in [6], which achieves adaptive traffic engineering
using a simpler, source-driven approach. By leveraging SRv6
for deterministic path placement together with lightweight
congestion monitoring, we enable fast and transparent rerout-
ing of RoCEv2 flows without requiring network-wide signal-
ing or fabric modifications. This lightweight programmability
makes SRv6 a compelling alternative for congestion mitigation
in AI backends.

III. SRV6 FOR DETERMINISTIC PATH PLACEMENT

This section describes how SRv6 can be used to achieve
fine-grained path control of Al traffic within a data center
network, enabling dynamic re-routing in response to congested
conditions. The ability to encode source-side explicit paths
enables deterministic routing of flows between GPUs, without
the need for state in intermediate devices or network signaling.

A. SRv6 in the Al Context

SRv6 enables the definition of explicit packet paths directly
within the IPv6 header by encoding a sequence of micro-
segments (uSIDs). In distributed Al training scenarios, char-
acterized by synchronous and repetitive traffic patterns, this
approach assigns custom paths to each flow, thereby avoiding
congested links and improving network load balancing. Unlike
traditional ECMP-based mechanisms, which rely on packet
field entropy, SRv6 offers total source-side control. The sender
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machine’s NIC (or DPU) directly encodes the desired path in
the Destination Address field of the IPv6 packet, using micro-
segment coding, without requiring control-plane interaction or
state update on intermediate routers.

When a congestion condition is detected along a path
(e.g., through ECN signals or throughput drop), the source
can change the flow path on the fly by simply updating the
destination address in the packet. Flow re-routing is executed
exclusively at the source, incurring only microsecond-level
latency and remaining fully transparent to the underlying
network. This capability is critical for AI workloads, which
do not tolerate interruptions or slow re-routings.

B. SRv6 architecture and routing mechanism

The SRv6 architecture adopted in Al data centers allows
packet routing to be programmed by encoding a sequence of
micro-segments (uSIDs) within the Destination Address field
of the IPv6 header. Each segment represents a node in the
network, such as a leaf or spine switch, and is consumed pro-
gressively by devices along the path. This compact encoding
allows completely stateless forwarding and does not require
the use of additional headers such as the Segment Routing
Header (SRH), simplifying packet processing at intermediate
nodes. The route is defined by a central component, typically
the AI scheduler, which has visibility into both the network
topology and active Al jobs. During the provisioning phase,
the controller assigns SRv6 blocks to each node in the net-
work. These segments are associated with behaviors such as
End with NEXT-CSID, PSP & USD (uN), which tell the router
to read the next segment and forward the packet accordingly.
Once the network is configured, the Al scheduler can construct
arbitrary paths without further interaction with the control-
plane or updates in the routers.

The NIC, once it receives or computes the desired route,
encapsulates the RoCEv2 packet within an IPv6 packet. The
Destination Address field of this packet encodes the entire
sequence of uSIDs required to traverse the network. The
encoding can include up to six micro-segments directly in the
IPv6 address, a sufficient number to represent a complete path
within a three-tier Clos topology [24], [25], in the presence
of super-threads as well. This solution ensures scalability and
operational simplicity, since routers maintain no per-flow state,
while path updates can be performed instantaneously through
source-level modifications of the IPv6 address. In addition, the
system is designed to integrate a congestion-based feedback
loop: the NIC can detect signals such as ECN markings,
latency changes or packet loss, and react in real time by
updating the traffic path to avoid congested links. All this is
done without introducing new signaling mechanisms or control
plane dependencies.

C. Reducing Flow Collisions

One of the most common issues in networks supporting
distributed Al training is congestion caused by flow collisions.
The so-called elephant flows generated by GPU collective
operations exhibit low-entropy and predictable patterns. This

reduces the effectiveness of ECMP, which relies on 5-tuple
hashing for flow distribution. Similar hash results lead to path
collisions, causing link saturation and exacerbated congestion,
as shown in Figure 1.a. As depicted, three flows originating
from Server 1 and Server 2 are poorly distributed by ECMP,
resulting in four flow collisions over six possible uplinks to
Server 4. This inefficiency arises from the limited entropy in
the flow headers combined with the inherent randomness of
ECMP hashing. On the other hand, the implementation of
SRv6 has the advantage of facilitating the enforcement of
optimal flow paths within the network, thereby circumvent-
ing links prone to collisions and ensuring the distribution
of elephant flows across disparate paths, as illustrated in
Figure 1.b, which shows how explicit SRv6 policies can
effectively overcome this limitation. Each flow is associated
with a deterministic SRv6 path, encoded via uSID in the
Destination Address field of the IPv6 header. In this scenario,
the three flows are routed along fully disjoint paths, reducing
the number of collisions to just one. These SRv6 policies are
computed by a central controller based on the current network
topology and congestion state, and are installed on the source
servers.

D. Lightweight Monitoring Modules and Data Handling

Lightweight monitoring modules play a key role in the
management of flow-level telemetry within the Al training
infrastructure. These modules operate at the server or NIC
level, collecting essential statistics such as packet and byte
counts, throughput variations, and congestion indicators such
as ECN markings and latency spikes. By focusing on a
minimal yet informative set of metrics, the monitoring system
enables comprehensive analysis of GPU-to-GPU flows with
low overhead. Collected data can be stored in lightweight
time-series or in-memory data structures, ensuring rapid access
to recent telemetry for the orchestrator or NIC control logic.
To optimize performance, these monitoring modules can em-
ploy batching strategies, aggregating updates over short time
windows before making them available to the decision logic.
This reduces processing overhead while maintaining near
real-time visibility into network conditions. This monitoring
system relies exclusively on locally available metrics at the
source, which can be retrieved without any additional control-
plane signaling. In the current prototype, the orchestrator
simply aggregates these local measurements to drive path-
selection decisions, enabling rapid detection of congestion
events and dynamic updates of SRv6 micro-segment (uSID)
paths. Traffic can thus be steered onto alternate, congestion-
free routes without requiring fabric-wide signaling. By inte-
grating these lightweight telemetry modules with SRv6-based
programmable path control, the architecture achieves rapid
adaptability while maintaining operational simplicity within
large-scale distributed AI workloads.

IV. VALIDATING SRV6-BASED PATH STEERING FOR
ROCEV2 TRAFFIC

To assess the practical feasibility of integrating SRv6 with
GPU-to-GPU communication over RoCEv2, we developed a
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Fig. 2. Experimental testbed comprising RDMA VMs with hardware DCQCN
and SRv6-based rerouting.

controlled demonstration environment focused on two key
aspects: deterministic source-side path control and seamless
RDMA operation during re-routing. The main objective of the
demonstration is to show that SRv6 can be used to steer traffic
between GPUs without disrupting RoCEv2 semantics, and
that this mechanism can be activated dynamically in response
to congestion. Our experiments validate that RoCEv2 flows
remain stable under path changes, congestion is mitigated,
and performance is restored. We designed a testbed with two
servers equipped with RDMA-enabled DPUs, connected via a
programmable SRv6 fabric. Each server runs RoCEv2-enabled
workloads that simulate collective operations. Congestion is
deliberately introduced on one path, prompting the system to
reroute flows to an alternate SRv6 path encoded at the source.
We monitor the end-to-end throughput and latency, along with
the effects on flow continuity and RDMA performance.

A. Experimental Setup

The proposed solution has been implemented in a virtual
lab environment composed of two bare-metal servers equipped
with dual-port 100 Gbps RoCEv2 NICs, as depicted in Fig. 2.
One server is configured to run RDMA workloads through
VMs acting as senders and receivers, with congestion control
handled via hardware-offloaded DCQCN. The second server
emulates a small leaf-spine datacenter network that performs
SRv6 encapsulation and decapsulation.

Because DCQCN is offloaded to hardware and cannot be
modified in software within VMs, SRv6 encapsulation and
decapsulation are handled externally and integrated logically
into sender and receiver workflows. The second server hosts
lightweight monitoring modules that collect essential conges-
tion indicators, such as throughput drops and ECN markings,
enabling rapid congestion detection during experiments. Based
on the collected telemetry, a user-space SRv6 controller dy-
namically updates the micro-segment (uSID) paths to steer
RoCEv2 flows along alternate routes in response to congestion.
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Fig. 3. Throughput over time under congestion. The rerouted flow (orange)
recovers rapidly, while the DCQCN-only flow (blue) suffers degradation.

This setup is primarily intended as a validation environment
for SRvb6-based path steering, ensuring compatibility with
RoCEv2 semantics while demonstrating the effectiveness of
source-driven programmable path control.

B. Experimental Results

To evaluate the system, we conducted experiments that
simulate congestion by throttling a virtual link between two
routers (rtl and gw?2). Initial RDMA communication proceeds
along a designated ECMP path under normal conditions,
achieving a target data rate. Throughput is continuously moni-
tored at the receiving gateway (GW 1), with sampling intervals
of 100 milliseconds. Upon introducing congestion, we observe
a marked drop in throughput under DCQCN-only conditions,
with total data delivered falling to 69.81 Gb over a 30-
second period. When telemetry-informed SRv6 rerouting is
activated, the system detects congestion and promptly updates
the encapsulation headers to steer traffic onto the alternate
path. This redirection restores throughput to 98.00 Gb over
the same time period, representing a 28.7% improvement.

In these experiments, the reaction time to congestion is
approximately 200 milliseconds, meaning that path re-routing
occurs about 200 milliseconds after the congestion event.
While this delay should be interpreted in the context of
distributed Al training, where GPU synchronization phases
unfold on timescales orders of magnitude longer, it primarily
reflects the coarse monitoring interval adopted in our prototype
rather than an inherent architectural limitation. In more real-
istic testbeds with finer-grained telemetry, the reaction time is
expected to be significantly lower.

Figure 3 illustrates the RX throughput over time for both
the baseline (DCQCN-only) and the rerouting case. After
congestion is introduced, the rerouted flow quickly stabilizes,
while the DCQCN-only flow continues to experience reduced
throughput.

V. CONCLUSION

This work demonstrates the feasibility of integrating SRv6-
based path steering with RoCEv2 to enhance congestion
management in distributed Al training environments. By com-
bining source-driven, deterministic routing with lightweight
congestion monitoring, it is possible to dynamically reroute
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RDMA traffic in response to congestion without requiring
fabric-wide signaling or disrupting flow stability.

Preliminary experiments in a controlled lab environment
show that this approach can restore throughput under con-
gestion, offering improved fabric utilization while preserving
RoCEv2 semantics. Although the evaluation is conducted at
a small scale, it demonstrates the feasibility of the proposed
design and motivates further exploration on larger testbeds
to assess aspects such as fairness and latency sensitivity
across concurrent flows. The architecture is designed to scale
across datacenter fabrics supporting multiple concurrent jobs,
with full-scale deployments expected to leverage more ad-
vanced hardware platforms. To this end, future work will
explore integration with programmable SmartNICs and DPUs,
such as FPGA-based SmartNICs, to enable fully in-hardware
telemetry collection and path control, further reducing latency
and overhead. Additionally, predictive congestion detection
using lightweight telemetry could enable proactive rerouting,
enhancing network efficiency during large-scale Al training.

Overall, this work validates the architectural model pro-
posed in the recent IETF draft on SRv6 for Al backends [6],
demonstrating its applicability to real-world GPU-to-GPU
communication scenarios and reinforcing SRv6 as a practical
tool for congestion-aware Al traffic steering. The results
show that, when combined with lightweight monitoring, SRv6
provides a practical and incrementally deployable approach to
improving network performance in distributed Al workloads,
without requiring modifications to the underlying fabric.
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