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Abstract—The need of organizations for good network and
security visibility remains a critical priority. However, due to the
scale and complexity of modern networks, the amount of security
telemetry data poses a significant challenge in terms of their
ingestion, processing, storage, and analysis. After a decade of
experience and several years of development, we will showcase the
capabilities of an interoperable, production-proven data platform
addressing these challenges. It is capable of sifting through trillions
of stored security telemetry events at brilliant speeds, while
supporting easy creation of automated analytical scenarios.
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I. INTRODUCTION

In the latest wave of the digital transformation era, the need

for good network and security visibility remains a critical

priority. However, due to the scale and complexity of modern

networks, the amount of security telemetry data is steadily

increasing, which presents significant challenges in terms of

their ingestion, processing, storage, and analysis. In addition,

raw telemetry data are often useless without a proper context,

i.e. facts that are valid at the time of telemetry generation.

Moreover, as summarized in a recent survey [1], nearly

two-thirds (65%) of cybersecurity professionals claim that

their work is more difficult than it was two years ago. The

commonly cited reasons are the increase of complexity, larger

attack surface, increased workload, and skills shortage. Like

many others, we argue that automation may help to at least

alleviate the above-mentioned challenges. However, automated

systems, much like humans, need to make decisions based on

high-value and context-rich data.

II. SECURITY TELEMETRY AND CONTEXTUAL DATA

Security telemetry encompasses all (infinite) streams of data

related to the operation of an IT infrastructure, which must be

used by security operations in order to fulfill their goals and

tasks, such as detection, investigation, or mitigation. It includes

network flows, infrastructure logs, endpoint logs, various alerts,

and more. We deem security telemetry to significantly overlap

with network telemetry data [2].

When considering a sustained rate of 100,000 events per

second (eps), after less than four months (116 days), the number

of stored records reaches the trillion (1×10
12) mark. However,

in practice, much longer retention periods are usually observed.

Contextual data, on the other hand, are not generated in

such vast quantities, nor do they change very quickly in most

cases. They include various allowlists and denylists, network

topology, IP reputation, or known vulnerabilities. However,

when they do change, it must be reflected immediately, since

the semantics of the related telemetry may change with them.

The most common types of telemetry and context that we

encounter in our environment are IPFIX network flows from

multiple 100 GbE flow exporters deployed at the network

perimeter and other internal exporters; IPFIX NAT events from

organization-wide NAT boxes; infrastructure logs from network

devices, network services, servers, and endpoints; network scan

results from an orchestrated scanning infrastructure running

periodic network-wide vulnerability scans; vulnerability infor-

mation from publicly available databases; IP address space

information from a centralized IPAM solution; and DNS records

from the organization’s DNS server. In terms of streaming data

rates, the IPFIX network flows reach velocities of up to 60,000

eps, closely followed by the infrastructure logs, reaching up to

30,000 eps. The rest of the telemetry data pales in comparison.

III. SECURITY TELEMETRY DATA PLATFORM

Almost a decade ago, our practical experience started to

suggest that the traditional methods of processing and analyzing

telemetry data were lacking. Since then, we have been steadily

pursuing the goal of creating a unified data platform centered

around fully structured data streams [3] and corresponding

data tables. Thanks to the advent of new technologies, data

formats, and the steady evolution of architectural patterns, all

promising to store and query data at unprecedented scales, we

have been able to create a basic prototype of such a platform,

following the Data Lakehouse architecture [4].

We have continued in its development and confirmed that

with suitable hardware, it is capable of sifting through trillions

of stored events at brilliant speeds. As such, it has been further

significantly enhanced to support easy creation of automated

analytical scenarios and to meet production parameters.

The production instance of the data platform is currently

deployed at 10 nodes in total, with all the nodes connected via

two dedicated 100 GbE switches. The nodes are configured

to form two independent Kubernetes clusters, each having a

different purpose and HW setup. The storage cluster (4 nodes)

consists of 96 phy. cores, ≈2 TiB RAM, and ≈560 TiB of

NVMe flash storage. The compute cluster (6 nodes) consists

of 232 phy. cores, ≈11 TiB RAM, and SSD system disks.

Figure 1 depicts the open-source technological stack of our

solution, as well as important building blocks that needed to

be developed, configured, and integrated to date to support

many heterogeneous analytical scenarios of our security team.
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models (Iceberg tables) into new derived data models, i.e. new

tables. The analytical logic is typically defined as a collection

of multi-step SQL queries, rendering the creation of the derived

data models straightforward and possibly recursive.

Temporal is a distributed platform for durable execution

of orchestration and automation workflows. It offers multiple

SDKs for general-purpose programming languages (e.g. Java,

Go, Python), which can then be used to define and implement

the automation logic. The basic use-case in our context is the

implementation of distributed ETL/ELT jobs for contextual

data synchronization, e.g. for the IPAM data. It is also used for

ETL/ELT jobs for telemetry data in the pull interaction model,

e.g. for the network scanning results. Most importantly, it is

used for explicit automation and orchestration of workflows

that cannot be implicitly automated in other components.

Ollama is a platform for local execution of open-source large

language models. When combined with appropriate libraries,

e.g. LangChain, it enables developers to create fairly capable

chatbots and agents. This is an experimental component used

for research purposes in the area of LLM-based data analysis.

Apache Superset is an application for SQL-based exploratory

data analysis and business intelligence. It is used as a day-to-

day operations tool by security analysts and data engineers

alike. It supports the creation of customizable dashboards,

visualizations, and SQL query templates.

Streamlit is a framework for building interactive analytical

applications in Python. It is best suited for the rapid develop-

ment of new (automated) analytical scenarios with the need

for a presentation layer. The combination of the Trino Python

client and the support for Pandas library allows for the creation

of powerful applications in a matter of hours.

CSIRT-MU SA is an in-house portal application for situation

awareness. It combines all the data available in the platform

into a single huge knowledge graph in order to provide a 360°

view of both inventoried and non-inventoried network assets

and their security posture.

IV. DEMONSTRATION

First, the security telemetry data models available as ana-

lytical tables will be introduced. The most important models

and their semantics will be discussed in detail with slight

emphasis on IPFIX flows. Contextual data models will be

equally described, especially in terms of IPAM data. To put

things in contrast, we will also sufficiently discuss the ingestion

path of the raw data into the data platform, the building

blocks interactions, and the processing steps that are needed to

normalize the data and impose a strict structure on them. Also,

interoperability, scalability, and performance characteristics of

the solution will be presented.

We will then move on to typical analytical queries used by

our security team, showcasing the data platform capabilities,

performance, and ease of use. For example, the support for

CIDR membership and the use of IP geolocation will be focused

on, as they are indispensable in everyday use. Another example

will include the search for a MAC address corresponding to a

post-NAT IP address involved in an external security incident.

Figure 2: Situation awareness portal application by CSIRT-MU

Although perfectly achievable with months of historical DHCP

and IPFIX data at the ready, it will also be shown that the data

joining is not as trivial as it might seem.

To discuss the automation capabilities, we will go through

an illustrative process of rapid prototyping of a new analytical

scenario over DNS flows. It will be shown how straightforward

it is to continuously build a passive DNS lookup table from

primary DNS flows, thanks to the use of automation and

orchestration of SQL code. The presentation layer, based on

the Streamlit framework, will be included as well.

Next, the power of contextual data will be discussed in

detail. It will be shown that by adding a simple context data

model, new analytical scenarios quickly arise, for example, in

the case of web server logs. In addition, the in-house CSIRT-

MU situation awareness portal that combines all the available

security telemetry and related context into a huge knowledge

graph will be showcased in depth (see Figure 2).

Towards the end of the demonstration, we will show that

thanks to the use of strict, well-described data schemas and

the use of structured languages for querying, it is fairly easy

to create LLM chatbots over the presented data models and

the stored data, using only open-source tools and open models.

Last but not least, we will delve into the positive economic

implications of an open-source security telemetry data platform,

especially in the case of a fully open-source flow metering,

export, and collection pipeline.
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