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Abstract—The convergence of connectivity, cloud and compute,
the so-called "3C network", is a turning point that can promote
industrial innovation, digital sovereignty and sustainability. In
this paper, we present a comprehensive framework for imple-
menting large-scale telco-edge cloud use cases that can integrate
heterogeneous computing and communication resources across
device, edge and cloud layers. We explore an architecture that
incorporates AI-driven orchestration, lightweight virtualisation
and privacy protection, tailored to meet stringent latency, energy
and mobility requirements. The proposed approach supports
open, multi-supplier and interoperable implementations. By con-
sidering governance models, security by design and industrial
use cases, this paper provides a foundational blueprint for the
transition to a federated, scalable digital infrastructure that can
support next-generation applications in key vertical sectors.

Index Terms—telco, edge cloud networks, sustainability

I. INTRODUCTION

The digital transformation of Europe’s industrial and soci-
etal sectors hinges on the seamless convergence of connec-
tivity, cloud, and computing, collectively known as the 3C
(“Connected Collaborative Computing”) Network [1]. This
convergence forms the backbone of a next-generation Telco
Edge Cloud ecosystem, enabling real-time, low-latency, and
Artificial Intelligence (AI)-driven services at scale. The recent
European Commission White Paper on “How to master Eu-
rope’s digital infrastructure needs?” outlines the urgency of in-
tegrating electronic communications networks with distributed
computing environments to meet the surging demand for data
processing, sovereignty, and sustainability [2].

In the face of increasing global competition and growing
dependence on intelligent systems, the 3C Network initiative
[3] aims to unify device, edge, network and cloud layers into
a holistic platform that not only ensures interoperability and
security, but also enables industrial innovation in areas such as
manufacturing, energy, automotive, healthcare and agriculture.
The focus on open, multi-supplier, and multi-tenant implemen-
tations enables the creation of a collaborative and commer-
cially viable Telco Edge Cloud ecosystem. This paper presents
a comprehensive vision, architectural framework and research
roadmap for the realisation of large-scale pilots of the 3C
network. It highlights the key enabling technologies from AI-
based orchestration and lightweight virtualisation to privacy-

preserving computation and service continuity for mobility.
By exploring the integration of security, energy efficiency and
regulatory compliance from the outset, the paper creates a
foundation for scalable and sustainable digital infrastructures.

The rest of the paper is organized as follows: Section II
introduces the unified 3C architecture; Section III explores
AI-driven orchestration; Section IV details enabling platform
technologies; Section V addresses performance and hardware
integration; Section VI discusses standardization and industrial
use cases; and Section VII concludes with key insights and
future directions.

II. REFERENCE ARCHITECTURE OF THE 3C NETWORK

The new 3C network paradigm enables a unified continuum
that spans devices, edge and cloud infrastructure. The main
goal is to ensure seamless orchestration of data, services and
resources across heterogeneous and distributed environments
while maintaining sovereignty, reducing latency and improving
energy and resource efficiency. To this end, the architecture
integrates AI-native control planes, open orchestration frame-
works and programmable infrastructure layers. The AI-native
Telco Edge Cloud forms the operational heart of this architec-
ture and offers a scalable, secure and energy-efficient platform
for the provision of vertical services in areas such as industry,
mobility, energy, health and smart cities. It utilises a multi-
layered design that includes physical endpoints, programmable
edge and core networks, sovereign cloud services and a cross-
cutting orchestration and automation layer with AI capabilities.

The architectural vision of the AI-native Telco Edge Cloud
presented in this paper is shown in Figure 1. It reflects the
convergence of connectivity, compute, and collaboration that
form the basis of the 3C network. The architecture is organised
into horizontal layers representing the device/user layer, the
telco edge, the network structure, sovereign cloud services
and a cross-cutting AI-driven orchestration layer. Each layer
includes modular innovations such as container-based vir-
tualisation, accelerator-dependent scheduling, predictive QoS
management and privacy-preserving analytics. Vertical areas
such as industrial automation, cooperative mobility, energy
grids, healthcare and smart cities are seamlessly integrated into
the infrastructure via open APIs and deployment-as-a-service
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Fig. 1: High-level architecture of the AI-native Telco Edge Cloud for the 3C Network.

models. Cross-layer concerns such as energy awareness, regu-
latory compliance and alignment with ongoing standardisation
efforts (e.g. ETSI ZSM [4], 3GPP, GAIA-X [5], CAMARA
[6]) , are embedded by design, ensuring that the platform is
future-ready and interoperable. The architecture is modular
and composable, facilitating the rapid introduction of new
services and technologies.

III. AI-ENABLED ORCHESTRATION ACROSS
EDGE-CLOUD CONTINUUM

A. Federated Resource Management and Optimisation

AI-based orchestration enables intelligent real-time deci-
sions for optimal workload placement, resource allocation and
service chaining across heterogeneous infrastructure layers
in the edge cloud continuum. This capability is particularly
important in multi-domain and multi-operator environments
where federated orchestration mechanisms enable shared con-
trol and system-wide visibility without sacrificing privacy,
autonomy or administrative boundaries [7]. Advanced AI
techniques such as reinforcement learning and graph neural
networks are used to predict and optimise workload place-
ment and migration, taking into account fluctuating demand,

dynamic resource availability and the current state of the net-
work. In parallel, AI agents continuously monitor infrastruc-
ture conditions to efficiently allocate bandwidth, compute and
spectrum resources, ensure Service Level Agreement (SLA)
compliance and enable elastic scaling based on historical
trends and real-time telemetry. In addition, multi-objective
optimisation strategies- such as Pareto front exploration and
constraint-aware evolutionary algorithms- are used to man-
age complex trade-offs between latency, energy efficiency,
throughput and operational costs.

B. Closed-Loop Automation and Self-Adaptation

The edge cloud continuum is inherently dynamic and re-
quires continuous adaptation to workload fluctuations, network
topology changes and changing user contexts. AI enables
closed-loop automation by integrating real-time monitoring,
intelligent decision making and automated actuation within
a unified feedback cycle [8]. Through telemetry and intent
monitoring, AI models ingest real-time metrics from pro-
grammable network interfaces along with user-defined intents
to detect anomalies, performance bottlenecks and potential
SLA violations. Policy-based control mechanisms then guide
AI agents to reconfigure services, redistribute workloads or
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elastically scale resources in response to these triggers, while
maintaining alignment with operational and business objec-
tives. In addition, lifecycle management is enhanced through
AI-powered orchestration that enables the automated deploy-
ment, updating and decommissioning of services- including
retraining or migrating AI models themselves when faced with
data drift or compute limitations.

C. Predictive Infrastructure Operation

AI significantly enhances orchestration by introducing pre-
dictive capabilities that allow systems to anticipate resource
demands and network conditions before they impact perfor-
mance [9]. Predictive scheduling uses historical and con-
textual data to forecast future workload trends and allocate
resources in advance using time series models and Bayesian
predictors, reducing latency and avoiding contention during
peak utilisation. In addition, AI-driven failure forecasting em-
ploys anomaly detection and predictive maintenance models
to proactively identify risks such as hardware degradation,
network connection instability or impending energy depletion,
enabling timely mitigation before a service interruption oc-
curs. To ensure continuity in mobile scenarios, AI algorithms
also monitor the mobility patterns of users and devices and
preemptively migrate services or data to nearby edge nodes to
ensure a seamless user experience.

D. QoS-Aware Orchestration and SLAs

The orchestration layer plays a central role in ensuring
Quality-of-Service (QoS) and Quality-of-Experience (QoE) in
distributed and heterogeneous infrastructures [10]. By utilising
AI capabilities, the system can facilitate dynamic SLA nego-
tiation, continuous monitoring and proactive compliance. Ma-
chine learning models can be used to assess SLA compliance
in real time, detect potential violations and recommend re-
configurations to maintain Key Performance Indicators (KPIs)
under different load conditions. AI-powered controllers also
support QoS by selecting optimal communication paths and
compute clusters based on metrics such as latency, available
bandwidth and network congestion. In addition, orchestration
platforms dynamically scale microservices, Virtual Network
Functions (VNFs) and AI inference models in response to
contextual feedback, such as traffic surges or user mobility
patterns, to ensure consistent service quality.

IV. PLATFORM TECHNOLOGIES FOR TELCO EDGE CLOUD

The realisation of the 3C network depends on robust,
scalable and interoperable platform technologies, ranging from
cloud data centres to edge nodes. These technologies must sup-
port multi-tenancy, automation and portability while meeting
the unique requirements of edge environments such as energy
efficiency, mobility and hardware diversity.

A. Lightweight Virtualisation and Cloud-Native VNFs

To enable efficient deployment in edge environments, where
computing, storage and power resources are much scarcer than
in centralised cloud data centres, lightweight virtualisation

is becoming a decisive factor. MicroVMs and containers,
such as those offered by Firecracker and Kata Containers,
provide fast boot times and low-overhead isolation, making
them well suited for hosting multi-tenant workloads on edge
nodes with limited capacity. In addition, specialised execution
environments such as unikernels and WebAssembly (WASM)
runtimes support the deployment of minimal single-purpose
services with reduced attack surfaces and improved perfor-
mance, especially for latency-sensitive or security-critical ap-
plications. In addition, the transition from traditional VNFs
to Cloud Native Functions (CNFs) enables the development
of network services as modular microservices enabling fine-
grained orchestration, seamless integration into Continuous
Integration (CI)/Continuous Deployment (CD) pipelines and
elastic scaling in response to dynamic requirements.

B. Service Continuity and Mobility Management

As edge services are deployed closer to mobile users,
platform technologies must ensure seamless transitions and
uninterrupted services during user mobility. Edge service
handover mechanisms such as session replication, pre-fetching
and stateful service migration enable application context to be
maintained as users move between edge zones, minimising
latency spikes and session drops. Context-aware runtime envi-
ronments further improve adaptability by dynamically adjust-
ing execution policies based on real-time data such as device
movement, signal strength or evolving workload conditions.
Complementing these mechanisms, mobility-aware network
slicing enables the dynamic reconfiguration of network slices
in anticipation of user trajectories, optimising resource allo-
cation and reducing the risk of service degradation during
mobility events.

C. Edge Discovery and Deployment-as-a-Service

Decentralised on-demand discovery and deployment mech-
anisms are critical for the flexible and scalable provisioning of
edge services in heterogeneous and distributed infrastructures.
Edge discovery protocols can enable platforms to dynamically
locate and select appropriate compute resources based on
real-time application requirements, geographic location and
system capabilities, using registries or distributed discovery
mechanisms. Zero-touch provisioning can further enhance
automation by utilising infrastructure-as-code tools such as
Ansible, Terraform and Nephio to seamlessly deploy, con-
figure and update edge services without manual intervention.
In addition, Deployment-as-a-Service interfaces can expose
abstracted Application Programming Interfaces (APIs) that
enable third-party developers and vertical service providers
to dynamically onboard and instantiate services, regardless of
the underlying hardware or network domain.

D. Hardware Acceleration and Specialised Infrastructure
Support

To meet the stringent performance and energy efficiency re-
quirements of next-generation services, platform technologies
must effectively utilise the heterogeneity of the underlying
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hardware resources. Hardware abstraction layers represent
an important middleware capability that enables transparent
access to GPUs, FPGAs and ASICs through orchestration
systems and AI frameworks, simplifying integration and im-
proving portability. Intelligent resource scheduling mecha-
nisms, often supported by AI, dynamically allocate accelerator
resources based on workload criticality, application profiles
and real-time system telemetry to maximise utilisation and
responsiveness. In addition, energy-aware execution strategies
are embedded in edge platforms through techniques such as
power profiling and Dynamic Voltage and Frequency Scaling
(DVFS), which enable the system to adapt performance levels
to current demand while minimising energy consumption.

E. Multi-Domain and Multi-Tenant Isolation

To support commercial-grade deployments at scale, telco
edge cloud platforms must enforce robust isolation between
tenants and administrative domains to ensure security, per-
formance stability and regulatory compliance. Network iso-
lation is achieved through technologies such as SR-IOV [11],
eBPF [12] and software-defined network (SDN) slicing, which
provide secure, deterministic network behaviour tailored to the
needs of individual tenants. At the compute and storage level,
isolation is maintained by Kubernetes-native primitives such
as namespaces, resource quotas and taints, as well as service
mesh frameworks such as Istio, which enable granular control
over inter-service communication and resource utilisation. In
addition, policy-based access control mechanisms based on
attributes such as roles, identities and usage contexts enable
operators to enforce fine-grained authorisation rules that en-
sure tenants access only permitted resources while meeting
SLAs and compliance requirements.

V. QOS/QOE ASSURANCE AND SPECIALISED HARDWARE
INTEGRATION

QoS and QoE are critical performance metrics for next
generation services deployed over the Telco Edge Cloud.
As applications become more latency-sensitive, data-intensive
and mobility-aware - especially with the proliferation of in-
dustrial automation, extended reality (XR) and AI inference
workloads- ensuring deterministic, high-performance deliv-
ery becomes increasingly important. This section discusses
the technologies and mechanisms that support end-to-end
QoS/QoE assurance and the integration of specialised hard-
ware to achieve demanding service level objectives.

A. End-to-End QoS and QoE Mechanisms

To meet the diverse and stringent requirements of vertical
sectors, the telco edge cloud must provide predictable and
measurable performance guarantees across the entire edge
cloud continuum. Network slicing enabled by 5G and 6G
architectures facilitates traffic differentiation based on appli-
cation profiles, while AI-powered traffic steering dynamically
routes data flows to meet specific latency, throughput or reli-
ability targets. QoS-aware service placement further improves
performance by using constraints such as delay, jitter and

bandwidth to guide orchestration decisions, ensuring latency-
sensitive workloads are deployed at the most appropriate edge
location. Real-time monitoring and adaptation mechanisms
continuously collect telemetry data and apply inline analytics
to detect SLA violations and automatically trigger service re-
configuration or scaling actions. Complementing these mecha-
nisms, QoE prediction models use Machine Learning (ML) to
estimate the end-user experience based on underlying system
metrics. This enables proactive service optimisation, such as
adjusting video bitrate or reallocating edge resources before
user satisfaction degrades.

B. Specialised Hardware for Performance Acceleration

The inclusion of domain-specific accelerators is critical to
meet the stringent performance and energy efficiency require-
ments of modern applications, especially in edge environments
with limited compute and power resources. For AI and ML
workloads, edge nodes are increasingly equipped with GPUs
and Tensor Processing Units (TPUs), which provide the nec-
essary computing capacity for low-latency inference and high-
throughput data processing. In parallel, programmable FPGAs
are being used to offload specialised network functions such
as encryption, packet classification and deep packet inspection,
reducing CPU overhead and improving system responsiveness.
In addition, Application-Specific Integrated Circuits (ASICs)
and SmartNICs provide line-rate packet processing and vir-
tual switch acceleration directly at the network interface,
enabling the efficient execution of programmable network
functions at the data plane. To maximise performance per
watt, AI-enabled orchestration frameworks perform energy-
aware scheduling and dynamically allocate workloads to the
most energy-efficient hardware resources based on real-time
telemetry, power profiles and historical usage data.

C. Resource-Aware Orchestration and Hardware Abstraction

The integration of heterogeneous hardware at distributed
edge sites necessitates advanced orchestration and abstraction
mechanisms to ensure efficiency, portability and performance
consistency. Hardware-agnostic APIs enabled by technologies
such as Kubernetes device plugins, SR-IOV and DPDK- allow
orchestrators to schedule workloads across different compute
and acceleration resources without being locked into specific
vendor implementations. To optimise performance, topology-
aware scheduling takes into account physical hardware layouts,
including Non-uniform memory access (NUMA) boundaries,
PCIe connectivity and thermal constraints, reducing latency
and avoiding interconnect bottlenecks. In addition, orchestra-
tion agents in federated multi-domain environments must be
coordinated across administrative boundaries to balance the
use of hardware resources while adhering to policies, isolation
requirements and data protection guarantees.

D. Performance Assurance for Mobility and Dynamic Work-
loads

The Telco Edge Cloud must be able to deliver real-
time performance guarantees in highly dynamic operational
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contexts, including scenarios with mobile users, fluctuating
workloads and hybrid public-private network topologies. To
achieve this, predictive QoS management techniques are used
where AI models analyse usage patterns, mobility trajectories,
and network congestion indicators to predict potential SLA
violations and trigger proactive measures such as resource
scaling or service migration. Mobility-aware resource reser-
vation further improves service continuity by anticipating user
movements and allocating compute and network resources at
the appropriate edge zones. In addition, latency budgeting
and enforcement mechanisms ensure that allowable delay
thresholds are precisely distributed across the various segments
of the network so that end-to-end performance targets can be
consistently met, even under volatile conditions.

VI. OPEN ORCHESTRATION, STANDARDISATION
ALIGNMENT AND INDUSTRIAL USE CASES

To achieve interoperability, scalability and long-term sus-
tainability in the 3C Network, open orchestration frameworks
and a strong focus on global standardisation initiatives are
required. As the Telco Edge Cloud spans across different
infrastructure providers, operators and technology areas, open
interfaces, reusable components and convergence with estab-
lished open source ecosystems are essential for broad adoption
and seamless integration.

A. Open Orchestration Platforms and Interfaces

Open orchestration enables dynamic service lifecycle
management, intelligent workload placement and coordi-
nated resource allocation in multi-domain, multi-vendor and
multi-cloud environments. Cloud-native orchestration frame-
works, primarily built on Kubernetes, are extended to sup-
port network-centric workloads through projects such as
Nephio [13], which enables declarative automation for network
functions, and Sylva [14], which provides a standardised
abstraction for edge infrastructures. Service meshes and policy
engines such as Istio and Open Policy Agent (OPA) [15]
enable granular control of service behaviour, including policy
enforcement, observability and multi-tenancy in complex, het-
erogeneous deployments. In addition, open orchestration sup-
ports the federation and portability of workloads across clouds
and edge environments through the use of standard APIs
defined by initiatives such as ETSI NFV MANO, TOSCA and
TM Forum Open APIs [16]. Finally, the shift to declarative and
intent-based management enables operators and applications to
define high-level objectives that AI-powered orchestrators then
interpret and execute as actionable configurations, promoting
automation, adaptability and resilience across the continuum.

B. Alignment with Standards and Open-Source Initiatives

Harmonisation with existing standardisation efforts is cru-
cial to ensure technology convergence, market compatibil-
ity and the long-term viability of Telco Edge Cloud solu-
tions. Integration with established frameworks such as ETSI
NFV/MANO, 3GPP specifications for network slicing and

service management, and O-RAN interfaces ensures compli-
ance with evolving 5G and new 6G standards. The adoption
of CAMARA APIs [17] promotes consistent and harmonised
service exposure to application developers and vertical sectors
and facilitates dynamic, cross-network service provisioning.
Collaboration with complementary initiatives - e.g. the Cloud
Edge IoT framework [18] - can ensure coherence in the orches-
tration infrastructure, service layers and application ecosys-
tems, minimises fragmentation and promotes interoperable,
open innovation.

C. Support for Multi-Vendor and Multi-Supplier Ecosystems

The open orchestration approach promotes both competition
and collaboration within the European industrial ecosystem
and enables the flexible and scalable integration of innovations
from SMEs, start-ups and established vendors alike. At its
core, the Telco Edge Cloud utilises modular and composable
reference architectures that support plug-and-play integration
and lifecycle management across different components and
technology stacks. The adoption of common data models and
standardised APIs- such as YANG, OpenConfig and TOSCA-
ensures seamless interoperability between orchestrators, re-
source managers and service platforms, reducing dependency
on individual vendors and increasing system flexibility. In
addition, by integrating orchestration frameworks with testbeds
and CI/CD pipelines, the ecosystem enables real-time valida-
tion, iterative testing and rapid deployment of new features
and services across the continuum.

D. Governance and Evolution Pathways

Sustained collaboration between stakeholders is essential
to ensure long-term alignment and to evolve orchestration
capabilities in response to new technical and operational
requirements. Open governance models based on community-
driven structures and public-private partnerships enable inclu-
sive development, promote the sustainability of open source
solutions and ensure transparent, consensus-based decision-
making. Active participation in standardisation bodies such
as ETSI, ITU-T, 3GPP and ISO/IEC enables project partners
to contribute requirements, validate research results and influ-
ence the development of technical specifications. In addition,
open orchestration frameworks provide clear pathways for the
transition from legacy systems to AI-native, cloud-native in-
frastructures through gradual migration strategies that maintain
backward compatibility and minimise service disruption.

E. Industrial Use Cases

The deployment of 3C Network infrastructure through large-
scale pilots offers a unique opportunity to validate advanced
digital capabilities across all industrial and societal sectors.
Table I finally provides an overview of vertical use cases and
potential pilot demonstrators in the 3C Network.

VII. CONCLUSION AND FUTURE DIRECTIONS

This paper presents a comprehensive vision, a reference
architecture and a technology blueprint for the realisation
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TABLE I: Summary of Vertical Use Cases and Potential Pilot Demonstrators in the 3C Network

Vertical Domain Key Use Case Potential Pilot Demonstrator

Manufacturing and Industry 5.0 Synchronized multi-site factory operations and predictive main-
tenance powered by edge-hosted AI models for real-time process
optimization.

Edge clusters integrated with factory floor devices, sensors, and
mobile robots to support seamless orchestration and service
continuity.

Smart Energy Systems AI-driven demand forecasting and anomaly detection in decen-
tralized energy grids for dynamic load balancing.

Secure edge gateways deployed at substations and renewable
energy nodes, enabling closed-loop control with central cloud
coordination.

Automotive and Mobility Roadside edge nodes enable V2X communication, collective
perception, and real-time traffic optimization for connected au-
tonomous vehicles.

MEC-enabled corridors supporting low-latency inference and
validating mobility-aware orchestration with seamless vehicular
handovers.

Healthcare and Emergency Services Edge-based analytics for real-time medical diagnostics, patient
telemetry, and emergency incident decision support.

Portable edge devices in ambulances or rural clinics securely
interfacing with hospital cloud systems under privacy and band-
width constraints.

Smart Cities and Communities Real-time orchestration of video analytics, traffic signals, and
public safety alerts using multi-sensor fusion and edge AI.

City-wide edge nodes scaling based on population dynamics and
time-of-day, with policies enforcing service prioritization.

of the 3C network, a converged, collaborative and compute-
integrated telco edge cloud infrastructure. By integrating
connectivity, edge intelligence and AI-powered orchestration
across heterogeneous infrastructures, the 3C network enables
a sovereign, secure and sustainable digital ecosystem that can
support next-generation industrial and societal applications.
Key enabling technologies such as lightweight virtualisation,
distributed AI, privacy-preserving data processing and open
orchestration frameworks are central to achieving the goals
of latency reduction, service continuity and energy efficiency.
The focus on open standards, ongoing initiatives and multi-
stakeholder ecosystems ensures interoperability, scalability
and long-term viability.

Looking ahead, several strategic priorities are emerging
that will shape the next phase of research and development
within the 3C Network ecosystem. Integration with 6G-native
architectures and Web 4.0 paradigms will be critical, enabling
support for semantic communication, distributed AI agents
and immersive virtual environments. Advances in autonomous
infrastructure management- through self-organising, intent-
driven orchestration and AI-powered observability- will be
critical to ensure scalability and operational resilience. In par-
allel, green digital transformation must be prioritised by em-
bedding sustainability into platform design, including energy-
aware workload scheduling, carbon-conscious orchestration
and circular hardware strategies.
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