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Abstract. New display technologies will enable designers to use every surface 
as a support for interaction with information technology. In this article, we 
describe techniques and tools for enabling efficient man-machine interaction in 
computer augmented multi-surface environments. We focus on explicit 
interaction, in which the user decides when and where to interact with the 
system. We present three interaction techniques using simple actuators: fingers, 
a laser pointer, and a rectangular piece of cardboard. We describe a graphical 
control interface constructed from an automatically generated and maintained 
environment model. We implement both the automatic model acquisition and 
the interaction techniques using a Steerable Camera-Projector (SCP) system.  

1   Introduction 

Surfaces dominate the physical world. Every object is confined in space by its 
surface. Surfaces are pervasive and play a predominant role in human perception of 
the environment. We believe that augmenting surfaces with information technology 
will act as an interaction modality easily adopted for a variety of tasks. In this article, 
we make a step towards making this a reality. 

Current display technologies are based on planar surfaces [8, 17, 23]. Displays are 
usually treated as access points to a common information space, where users 
manipulate vast amounts of information with a common set of controls. Given recent 
developments in low-cost display technologies, the available interaction surface will 
continue to grow, forcing the migration of interfaces from a single, centralized screen 
to many, space-distributed interactive surfaces. New interaction tools that 
accommodate multiple distributed interaction surfaces will be required.  

In this article, we address the problem of spatial control of an interactive display 
surface within an office or similar environment. In our approach, the user can choose 
any planar surface as a physical support for interaction. We use a steerable assembly 
composed of a camera and video projector to augment surfaces with interactive 
capabilities. We exploit our projection-based augmentation to attain three goals: (a) 
modelling the geometry of the environment by using it as a source of information, (b) 
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creation of interactive surfaces anywhere in the scene, and (c) realisation of novel 
interaction techniques through augmentation of a handheld display surface. 

In the following sections, we present the technical infrastructure for 
experimentation with multiple interactive surfaces in an office environment 
(Sections 3 and 4). We then discuss spatial control of application interfaces in 
Section 5. In Sections 6, 7 and 8 we describe three applications that enable explicit 
control of interface location. We illustrate interaction techniques with a single 
interaction surface controlled in a multi-surface environment, but we emphasize that 
they can be easily extended to the control of multiple independent interfaces 
controlled within a common space. 

2   Camera-Projector Systems 

Camera-projector systems are increasingly used in augmented environment systems 
[11, 13, 21]. Projecting images is a simple way of augmenting everyday objects and 
allows alteration of their appearance or function. Associating a video projector with a 
video camera offers an inexpensive means of making projected images interactive. 
However, standard video-projectors have small projection area which limits their 
flexibility in creating interaction spaces. We can achieve some steerability on a rigidly 
mounted projector by moving sub windows within the cone of projection [22], but 
extending or moving the display surface requires increasing the angle range of the 
projector beam. This requires adding more projectors, an expensive endeavor. An 
alternative is to use a steerable projector [2, 12]. This approach is becoming more 
attractive, due to a trend towards increasingly small and inexpensive video projectors. 

Projection is an ecological (non-intrusive) way of augmenting the environment. 
Projection does not change the augmented object itself, only its appearance. 
Augmentation can be used to supplement the functionality of objects. In [12], 
ordinary artefacts such as walls, shelves, and cups are transformed into informative 
surfaces, but the original functionality of the objects does not change. The objects 
become physical supports for virtual functionalities. An example of object 
enhancement is presented in [1], where users can interact with both physical and 
virtual ink on a projection-augmented whiteboard. 

While vision and projection-based interfaces meet most of the ergonomic 
requirements of HCI, they suffer from lack of robustness due to clutter and 
insufficiently developed methods for text input. People naturally avoid obstructing 
projected images, so occlusion is not a problem when camera and projector share the 
same viewpoint. As for the issue of text input on projected steerable interfaces, 
currently available projected keyboards like the Canesta Projection Keyboard [16] 
rely on hardware configuration, which excludes their use on arbitrary surfaces. 
Resolving this issue is important for development of projection-based interfaces, but 
it is outside the scope of this work. 
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3  The Steerable Camera-Projector System 

In our experiments, we use a Steerable Projector-Camera (SCP) assembly (Figure 1). 
It enables us to experiment with multiple interactive surfaces in an office 
environment. 

  
Fig. 1.  The Steerable Camera-Projector pair. 

The Steerable Camera-Projector (SCP) platform is a device that gives a video-
projector and its associated camera two mechanical degrees of freedom, pan and tilt. 
Note that the projector-camera pair is mounted in such a way that the projected beam 
overlaps with the camera view. Association of the camera and projector creates a 
powerful actuator-sensor pair enabling observation of users’ actions within the 
camera field of view. Endowed with the ability to modify the scene using projected 
light, projector-camera systems can be exploited as sensors (Section 5.2). 

4   Experimental Laboratory Environment 

The experiments described below are performed in our Augmented Meeting 
Environment (AME). The AME is an ordinary office equipped with ability to sense 
and act. The sensing infrastructure includes five steerable cameras, a fixed wide angle 
camera, and a microphone array. The wide angle camera has a field of view that 
covers the entire room. Steerable cameras are installed in each of the four corners of 
the room. A fifth steerable camera is centrally mounted in the room as part of the 
steerable camera-projector system (SCP).  

Within the AME, we can define several surfaces suitable for supporting projected 
interfaces. Some of these are marked by white boundaries in Figure 2. These regions 
were detected by the SCP during an automatic off-line environmental model building 
phase described below (Section 5.2). Surfaces marked with dashed boundaries can be 
optionally calibrated and included in the generated environment model using the 
device described in Section 8. 
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Fig. 2. Planar surfaces in the environment. 

5   Spatial control of displays 

Interaction combines action and perception. In an environment where users may 
interact with a multitude of services and input/output (IO) devices, both perception 
and interaction can be complex. We present a sample scenario in Section 5.1 and 
describe our approach to automatic environment model acquisition in Section 5.2, but 
first we discuss the relative merits of our approach to interaction within an augmented 
environment. 

 
Explicit vs. Implicit. Over the last few years, several research groups have 
experimented with environments augmented with multiple display surfaces using 
various devices such as flat screens, whiteboards, video-projectors and steerable 
video-projectors [3, 8, 11, 13, 21, 23]. Most of these groups focuse on the integration 
of technical infrastructure into a coherent automated system, treating the problem of 
new methods for spatial control of interfaces as a secondary issue. Typically, the 
classic paradigm of drag and drop is used to manipulate application interfaces on a set 
of wall displays and table display [8]. In such systems, discontinuities in the transition 
between displays disrupt interaction and make direct adaptation of drag and drop 
difficult. 

An alternative is to liberate the user by letting the system take control of interface 
location. In [11], the steerable display is automatically redirected to the surface most 
appropriate for the user. Assuming a sufficient environment model, the interface 
follows the user by jumping from one surface to another. However, this solution has 
disadvantages. For one, it requires continuous update of the environment model. More 
importantly, the system has to infer if the user wants to be followed or not. Such a 
degree of understanding of human activity is beyond the state of the art. 
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The authors in [3] combine automatic and explicit control. By default, the 
interface follows its owner in the augmented room. The user can also choose a display 
from a list. However, their approach assumes that the user is able to correctly identify 
the listed devices. Moreover, the method of passing back and forth from automatic to 
manual control mode is not clearly defined. In this work, we focus on developing 
interaction techniques that enable users to explicitly control the interface position in 
space. 

 
Ecological vs. Emmbedded. In ubiquitous computing, panoply of small interconnected 
devices embedded in the environment or worn by the user are assumed to facilitate 
continuous and intuitive access to virtual information spaces and services. Many 
researchers follow this approach and investigate new interaction types based on 
sensors embedded in artifacts or worn by users [14, 18, 19]. Although embedding 
electronic devices leads to a number of efficient interface designs, in many 
circumstances it is unwise to assume that everyone will be equipped with the 
necessary technology. Moreover, as shown in [1, 3], one can obtain pervasive 
interfaces by embedding computational infrastructure in the environment instead. Our 
approach is to create new interaction modes and devices by augmenting the 
functionality of mundane artifacts without modifying their primary structure. 

 
User-centric vs. Sensor-centric. Coutaz et al. [7] highlight the duality of interactive 
systems. We apply this duality to the analysis of environment models, extending our 
understanding of the perceived physical space. When building an environment model, 
the system typically generates a sensor-centric representation of the scene, but this 
abstraction is not necessarily comprehensible for the human actor. A common 
understanding of the environment requires translation of the model into a user-centric 
representation. Such an approach is presented in [3], where the authors introduce an 
interface for controlling lights in a room. Lamps are shown graphically on a 2D map 
of the environment, and the user chooses from the map which light to dim or to 
brighten. The problem is that modeling the real-world environment in order to 
generate and maintain a human-comprehensible representation of the space is a 
difficult and expensive task. Moreover, from the user’s perspective, the physical 
location of the controlled devices is not as important as the effect of changing a 
device’s state. Rather than showing the user a symbolic representation of the world, 
we enrich the sensor-centric model with contextual cues that facilitate mapping from 
an abstract model to the physical environment. 

 
In summary, we impose the following constraints on multi-surface systems:  
1. Users have control of the spatial distribution of applications when they have direct 

or actuator-mediated access to its interface.  
2. Users can control the system both “as they come” without specific tools, and with 

the use of control devices.  
3. The mapping between the symbolic representation of the controller interface and 

the real world is understandable by an unexperienced user, provided sufficient 
contextual cues.  

4. The underlying sensor-centric model of the environment is generated and updated 
automatically.  
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In the following section, we illustrate our expectations of a multi-surface interaction 
system with a scenario. 

5.1   Scenario 

John, a professor in a research laboratory, is in his office preparing slides for a project 
meeting. As the project partners arrive, John hurryly moves the presentation he just 
finished to a large wall-mounted screen in the meeting room, choosing it from a list of 
available displays. The list contains almost twenty possible locations in his office and 
in the meeting room. John has no trouble making his selection because the name of 
each surface is beside its image as it appears in the scene. 

During the meeting, John uses a wide screen to present slides about software 
architecture. John uses an ordinary laser-pointer to highlight important elements in the 
slide. The slides are also projected onto a whiteboard so that John can make notes 
directly on them by drawing on the white board with an ink pen. On command he can 
record his notations in a new slide that combines his notations with the projected 
material. At one point, John sees that there is not enough free space on the white 
board, so he decides to move the projected slide to free some space for notes. He 
“double-blinks” the laser-pointer on the image, so that the image follows the laser dot. 

While the project participants discuss the problem at hand, it becomes apparent 
that it is useful to split the meeting in three sub-workgroups. John takes one of the 
groups to his office. From the display list, John chooses the largest surface in his 
office. He sends the slide to this surface. A second group gathers around the desk in 
the meeting room. John sends the relevant slide from the wide screen to the desk with 
the use of a laser-pointer. The third smaller group decides to work in the back of the 
meeting room. Since there is no display, they take a cardboard onto which they 
transfer their application interface. They continue their work by interacting directly 
with the interface projected on the portable screen. 

5.2   Environment modeling and image rectification 

In our approach to human-computer interaction, it is critical that the system is aware 
of its working space in order to provide appropriate feedback to the user. The 
graphical user interfaces enabling explicit control of the display location (Sections 6 
and 7) are generated based on the environment model. They contain information 
facilitating mapping of the virtual sensor-centric model to the physical space. 

Although 3D environment models have many advantages for applications 
involving the use of steerable interfaces, they are difficult to create and maintain. One 
often makes the simplifying assumption that they exist beforehand and do not change 
over time [3, 11]. Instead, we propose automatic acquisition of a 2D environment 
model. The model consists of two layers: (a) a labelled 2D map of the environment in 
the SCP’s spherical coordinate system and (b) a database containing the acquired 
characteristics for each detected planar surface. Our environment model directly 
reflects the available sensor capabilities of our AME.  
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To acquire the model of the environment, we exploit the SCP’s ability to modify 
the environment by projecting and controlling images in the scene. Model acquisition 
consists of two phases: first, planar surfaces are detected and labelled with unique 
identifiers, and second, an image of each planar surface is captured and stored in the 
model database. In the second phase, the system projects a sample image on each 
planar surface detected in the environment model and takes a shot of the scene with 
the camera that has the projected image in its field of view. The images show the 
available interaction surfaces together with their surroundings.  They are used later-on 
to provide users with contextual information which facilitates the mapping between 
the sensor-centric environment model and the physical world.  

In order to customize the system, users should have the ability to supplement or 
replace the images in the model database with other data structures (e.g. text labels or 
video sequences). Using an interaction tool described in Section 8, the model is 
updated each time a new planar surface is defined in the environment. 

 
Detection of planar surfaces. Most existing methods for projector-screen geometry 
acquisition provide a 3D model of the screen [5, 25]. However, such methods require 
the use of a calibrated projector-camera pair separated by a significant base distance. 
Thus, they are not suitable for our laboratory. In our system, we employ a variation of 
the method described in [2]. We use a steerable projector and a distant non-calibrated 
video camera to detect and estimate orientation of planar surfaces in the scene.The 
orientation of a surface with respect to the beamer is used to calculate a pre-warp that 
is applied to the projected image. The pre-warp compensates for oblique projective 
deformations caused by the non-orthogonality of the projector’s optical axis relative 
to the screen surface. Note that the pre-warped image uses only a subset of the 
available pixels. When images are projected at extreme angles, the effective 
resolution can drop to a fraction of the projector’s nominal resolution. This implies 
the need for an interface layout adaptation mechanism, that takes into account 
readability of the interface at a given projector-screen configuration. Adaptation of 
interfaces is a vast research problem and is not treated in this work. 

6   Listing the available resources 

In this section, we present a menu-like automatically generated interface enabling a 
user to choose the location of the display or application interface. 

Pop-up and scroll-down menus are known in desktop-based interfaces for at least 
twenty years. Since planar surfaces in the environment can be seen as potential 
resources, it is natural to use a menu as a means for choosing a location for the 
interface. 

Together with the projected image as application interface, we project an 
interactive button that is sensitive to touch-like movements of the user’s fingertip. 
When the user touches the button, a list of available screen locations appears 
(Figure 3).  
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Fig. 3. Interacting with a list of displays (envisionment). 

As mentioned in Section 5, we enhance the controller interface with cues that help 
map the interface elements to the physical world. Therefore, we present each list item 
as an image taken by one of the cameras installed in the room. We automatically 
generate the list based on images taken during the off-line model building process 
(Section 5.2). The images show the available interaction surfaces together with their 
surroundings. The user chooses a new location for the interface by passing a finger 
over a corresponding image. Note that one of the images shows a white cardboard, 
which is an interaction tool described in Section 8. In order to avoid accidental 
selection, we include a “confirm” button. The user cancels the interaction with the 
controller application by touching the initialization button again. The list also 
disappears if there is no interaction for a fixed period of time.  

One can easily extend our image-based approach for providing contextual cues 
from interface control to general control of visual-output devices. For example, 
instead of showing a map of controllable lamps in a room, we can display a series of 
short sequences showing the corresponding parts of the room under changing light 
settings. This allows the user to visualize the effects of interaction with the system 
before actual execution. 

6.1   Vision-based touch detection 

Using vision as an user-input device for a projected interface is an elegant solution 
because (a) it allows for direct manipulation, i.e. no intermediary pointing device is 
used, and (b) it is ecological – no intrusive user equipment is required, and bare-hand 
interaction is possible. This approach has been validated by a number of research 
projects, for instance the DigitalDesk [24], the Magic Table [1] or the Tele-Graffiti 
application [20]. 

Existing vision-based interactive systems track the acting member (finger, hand, 
or head) and produce actions (visual feedback and/or system side effects) based on 
recognized gestures. One drawback is that a tracking system can only detect 
apparition, movement and disparition events, but no “action” event comparable to the 
mouse-click in conventional user interfaces, because a finger tap cannot be detected 
by a vision system alone [24]. In vision-based UIs, triggering a UI feature (e.g. a 
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button widget) is usually performed by holding (or “dwelling”) the actuator (e.g. over 
the widget) [1, 20]. 

Various authors have tried different approaches to finger tracking, such as 
correlation tracking, model-based contour tracking, foreground segmentation and 
shape filtering, etc. While many of these are successful in constrained setups, they 
perform poorly for a projected UI or in unconstrained environments. Furthermore, 
they are computationally expensive. Since our requirements are limited to detecting 
fingers dwelling over button-style UI elements, we don’t require a full-fledged 
tracker. 

 
Approach. We implement an appearance-based method based on monitoring the 
perceived luminance over UI widgets. Consider the two areas depicted in Figure 4.  

  
Fig. 4. Surfaces defined to detect touch-like gestures over a widget. 

The inner region is assumed to roughly be of the same size as a finger. We denote 
Lo(t)  and Li(t)  to be the average luminance over the outer and inner surface at time 
t, and  

 )()(:)( tLtLtL io � '   
Assuming that the observed widget has a reasonably uniform luminance, 'L is 

close to zero at rest, and is high when a finger hovers over the widget. We define the 
threshold T to be twice the median value of 'L(t) over time when the widget is not 
occluded. Given the measured values of 'L(t), the system generates the event 0e  

(or 1e ), at each discrete timestep t when 'L(t)<T (or tT). These events are fed into a 
simple state machine that generates a Touch event after a dwell delay W (Figure 5).  
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Fig. 5. The finite state machine used to process widget events. 

We define two delays: W to prevent false alarms (the Dwell o Sleep transition is 
only triggered after this delay), and W' to avoid unwanted repetitive triggering (the 
Sleep o Idle transition is only triggered after this delay). A Touch event is issued 
whenever entering the Sleep state. W and W' are chosen equal to 200 ms.  This 
technique achieves robustness against full occlusion of the UI component (e.g. by the 
user’s hand or arm), since such occlusions cause 'L to remain under the chosen 
threshold.  

 
Experimental results. Our relatively simple approach provides good results 

because it is robust to changes in lighting conditions (it is a memory-less process), 
and occlusions (due to the dynamic nature of event generation and area-based 
filtering). Furthermore, it is implemented as a real-time process (it runs at camera 
frequency with less than 50 ms latency), although its cost scales linearly with the 
number of widgets to monitor. 

An example application implemented with our “Sensitive Widgets” approach is 
shown in Figure 6. The minimal user interface consists of four projected buttons that 
can be “pressed” i.e. partially occluded with one or more fingers, to navigate through 
a slideshow. 

Using this prototype, we confirm that our approach is robust to arbitrary changes 
in lighting conditions (the interface remains active during the changes) and full 
occlusion of widgets. 

 
Integration. We integrate “Sensitive widgets” into a Tk application in an object 

oriented fashion: they are created and behave as usual Tk widgets. The 
implementation completely hides the underlying vision process, and provides 
activation (Click) events without uncertainty. 
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Fig. 6. The “Sensitive Widgets” demonstration interface. Left: The graphs exhibit the evolution 
of a variable in time: (1) Li(t) ; (2) Lo(t) ; (3) 'L(t). Notice the high value of 'L while the user 
occludes the first widget. The video feedback (4) also displays the widget masks as transparent 
overlays. Right: The application interface as seen by the user (the control panel wasn’t hidden), 

in unconstrained lighting conditions (here, natural light).  

7   Laser-based control 

Having a large display or several display locations demands methods to enable 
interaction from a distance. Since pointing with a laser is intuitive, many researchers 
have investigated how to use laser-pointers to interact with computers [4, 9]. Most of 
them try to translate laser-pointer movements to events similar to those generated by a 
mouse. According to Myers et al. [10], pointing at small objects with a laser is much 
slower than with standard pointing devices, and less precise compared to physical 
pointing. On the other hand, pointing with a hand or finger has a very limited range. 
Standard pointing devices like the mouse or trackball provide interaction techniques 
that are suitable for a single screen setup, even if the screen is large, but they cannot 
by adapted to multiple display environments with complex geometry. Hand pointing 
from a distance provides interesting results [6], but the pointing resolution is too low 
to be usable, and stereoscopic vision is required. 

In our system, we use laser-based interaction exclusively to redirect the beamer 
(SCP) from one surface to another. This corresponds to moving an application 
interface to a different location in the scene. Users are free to use their laser pointers 
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in a natural fashion. They can point at anything in the room, including the projected 
images. The system does not respond unless a user makes an explicit sign. 

In our application, interaction is activated with a double sequence of switching the 
laser on and off while pointing to roughly the same spot on the projected image. If 
after this sign the laser point appears on the screen and does not move for a short 
time, the control interface is projected. During the laser point dwell delay we estimate 
hand jitter in order to scale the controller interface appropriately, as explained below. 

   
Fig. 7. Laser-based control interface (envisonment) 

The interface shown in Figure 7 is a semi-transparent disc with arrows and thumbnail 
images. The arrows point to physical locations of the available displays in the 
environment. Similar to the menu-like controller application, the images placed at the 
end of each arrow are taken from the environment model. They present each display 
surface as it appears in the scene. The size of the images is a function of the measured 
laser point jitter. So is the size of the small internal disc representing the dead-zone, in 
which the laser dot can stay without reaction of the system. The controller interface is 
semi-transparent in order to avoid breaking users’ interaction with the application, in 
case of a false initialization. 

In order to avoid unwanted system reaction, the interface is not active when it 
appears. To activate it, the user has to explicitly place and keep the laser dot for a 
short time in any of the GUI’s elements (arrow, image or disc). As the user moves the 
laser point within the yellow outer disc, the system starts to move the interface 
following the laser point with the center of the disc. This movement is limited to the 
area of the current display surface. Interface movement is slow for proper user 
control. When the laser goes outside the yellow disc or enters an arrow, movement 
halts. The user can then place the laser dot in the image of choice. As the laser point 
enters an image, the application interface immediately moves across the room to the 
corresponding surface. The controller interface does not appear on the newly chosen 
display unless it is again activated. At any time during the interaction process, the 
user can cancel the interaction by simply switching off the laser pointer. 
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7.1   Laser tracking with a camera 

Several authors have investigated interaction from a distance using a laser pointer [4, 
9,10]. 

Once we achieve geometric calibration of the camera and projector fields of view, 
detection and tracking the laser pointer dot is a trivial vision problem. Since laser light 
has a high intensity, a laser spot is the only visible blob on an image captured with a 
low-gain camera. The detection is then obtained by thresholding the intensity image 
and determining the barycentre of the connected component. Robustness against false 
alarms can be achieved by filtering out connected components that have aberrant 
areas. 
As for other tracking systems, the output is a flow of appear, motion and disappear 
events with corresponding image-space positions. We achieve increased robustness 
by:  
x generating appear events only once the dot has been consistently detected over 

several frames (e.g. 5 frames at 30Hz);  
x similarly delaying the generation of disappear events.  

We are not concerned by varying lighting conditions and shadowing because the 
camera is set to low gain. Occlusion, on the other hand, is an issue because an object 
passing through the laser beam causes erratic detections, which should be filtered out. 

The overall simplicity of the vision process allows it to be implemented at camera 
rate (ca. 50Hz) with low latency (ca. 10ms processing time). Thus, it fulfils closed-
loop human-computer interaction constraints. 

8  A novel user-interface: the PDS 

Exploiting robust vision-based tracking of an ordinary cardboard using an SCP unit 
[2] enables the use of a Portable Display Surface (PDS). We use the SCP to maintain 
a projected image onto the hand-held screen (PDS), automatically correcting for 3D 
translations and rotations of the screen.  

We extend the concept of the PDS by integrating it in our AME system. As 
described in the example scenario (Section 5.1), the PDS can be used as a portable 
physical support for a projected interface. This mode of use is a variation of the “pick 
and drop” paradigm introduced in [15]. From the system point of view, the only 
difference between a planar surface in the environment and the PDS is its mobility 
and the image-correction matrix, so we can project the same interactive-widget-based 
interface on both static and portable surfaces. In practice, we have to take in account 
the limits of the image resolution available on the PDS surface. 

The portability of this device creates two additional roles for the PDS in the AME 
system. It can serve as a means for explicit control of the display location and as a 
tool enabling the user to extend the environment model to surfaces which are not 
detected during the offline model acquisition procedure. Actually, the two modes are 
closely coupled and the extension of the environment model is transparent for the 
user. 
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To initialize the PDS, the user has to choose the corresponding item in the GUIs 
described in previous sections. Then, the SCP projects a rectangular region into which 
the user has to put the cardboard screen. If no rectangular object appears in this region 
within a fixed delay, the system falls back to its previous state. When the PDS is 
detected in the projected initialization region, the system transfers the display to the 
PDS and starts the tracking algorithm. The user can then move in the environment 
with the interface projected on the PDS. To stop the tracking algorithm, the user 
touches the “Freeze” widget projected on the PDS. The location of the PDS together 
with the corresponding pre-warp matrix is thus added to the environment model as 
new screen surface. This mechanism allows the system to dynamically update the 
model. 

9   Conclusions 

The emergence of spatially low-constrained working environments calls for new 
interaction concepts. This paper illustrates the issue of spatial control of a display in a 
multiple interactive-surface environment. We use steerable camera-projector 
assembly to display an interface and to move it in the scene. The projector-camera 
pair is also used as an actuator-sensor system enabling automatic construction of a 
sensor-centric environment model. We present three applications enabling convenient 
control of the display location in the environment. The applications are based on 
interactions using simple actuators: fingers, a laser pointer and a hand-held cardboard. 

We impose a strong relation between the controller application interface and the 
physical world. The graphical interfaces are derived from the environment model, 
allowing the user to map the interface elements to the corresponding real-world 
objects. Our next development step is to couple controller applications with standard 
operating systems infrastructure. 
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Discussion 

[Joaquim Jorge] Could you give some details on the finger tracking. Do you use color 
information?  
[Stanislaw Borkowski] We do not track fingers, but detect their presence over projected 

buttons. The detection is based on measurements of the perceived luminance over a 
widget. Our projected widgets are robust to accidental full-occlusions and change of 
ambient light conditions. However, since we do not use any background model, our 
widgets work less reliably if they are projected on surfaces with color intensity that is 
similar to the color of user’s fingers.  

 
[Nick Graham] You said you want to perform user studies to validate your approach. What is 

the hypothesis you wish to validate?  
[Stanislaw Borkowski] What we would like to validate is our claim that a sensor-centric 

environment model enhanced with contextual cues is easier to interpret by humans than a 
symbolic representation of the environment (such as a 2D map).  

 
[Fabio Paterno] Why don’t you use hand pointing instead of laser pointing for display control?  

[Stanislaw Borkowski] There are two reasons: First, laser pointing is more precise, which is 
important for fine tuning the display position. Second, is the issue of privacy. Using hand 
pointing requires constant observation of the user, and I am not sure whether everyone 
would feel comfortable with that.  

 
[Fabio] there are so many cameras!  

[Stanislaw Borkowski]  Yes, but when using our system the user is not necessary aware of 
presence of those cameras. In contrary, using hand-pointing interaction user would have 
to make some kind of a “waving” sign to one of the cameras to initialize the interaction.  

 
[Rick Kazman] Your interaction is relatively impoverished. Have you considered integrating 

voice command to give richer interaction possibilities?  
[Stanislaw Borkowski] Not really, because we would encounter the problem of how to 

verbally explain to the system our requests.  
 

[Rick Kazman] I was thinking more of using voice to augment the interaction, to pass you into 
specific modes for example, or to enable multimodal interaction (e.g. “put that there”).  
[Stanislaw Borkowski] Yes, that is a good idea. We should look into it. Right now we need 

to add a button to the interface which might obscure part of the interface. So in that case 
voice could be useful.  
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[Michael Harrison] What would be a good application for this type of system?  
[Stanislaw Borkowski] An example could be a project-meeting, which has to split into to 

working subgroups. They could send a copy of their presentation on which they work to 
another surface. This surface could be even in a different room. Another application 
could be for a collaborative document editing. In this situation users could pass the UI 
between each other and thus pass the leadership of the group. This could help to structure 
the work of the group.  

 
[Philippe Palanque] Do you have an interaction technique for setting the focus of the video 

projector?  
[Stanislaw Borkowski] The focus should be set automatically, so there is no need for such 

interaction. We plan to feed the focus lens of the projector to the auto-focus of the 
camera mounted on the SCP.  

 
[Helmut Stiegler] You don’t need perfectly planar surfaces. The surface becomes “planer” by 

“augmentation”.  
[Stanislaw Borkowski] That is true, but it would become more complicated to implement the 

same features on non-planar interfaces. The problem of projection on non-planar surfaces 
is that the appearance of the projected image depends on the point of view.  
 

[Eric Schol] How is ambiguity solved in touching multiple projected buttons at the same time? 
Such situation appears when you reach to a button that is farther from the user than some 
other buttons.  
[Stanislaw Borkowski] The accidental occlusion of buttons that are close to the user is not a 

problem since our widgets “react” only on partial occlusion.  
 

[Pierre Dragicevic] Did you think about using color information during model acquisition 
phase? This might be useful for choosing the support-surface for the screen, only from 
surfaces that are light-colored. You could also use such information to correct colors of the 
projected image.  
[Stanislaw Borkowski] Yes, of course I though about it. This is an important feature of 

surfaces, since the color of the surface on which we project can influence the appearance 
of the projection. At this stage of development we did not really addressed this issue yet.  

 
[Joerg Roth] Usually users press buttons quickly with a certain force. Your system requires a 

finger to reside in the button area for a certain time. Get users used to this different kind of 
interacting with a button?  
[Stanislaw Borkowski] To answer your question I would have to perform user studies on 

this subject. From my experience and the experience of my colleagues who tried our 
system, using projected buttons is quite natural and easy. We did not encounter problems 
with using projected buttons. 
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Abstract. Tactile memory is the crucial factor in coding and transfer of the 
semantic information through a single vibrator. While some simulators can 
produce strong vibro-tactile sensations, discrimination of several tactile patterns 
can remain quite poor. Currently used actuators, such as shaking motor, have 
also technological and methodological restrictions. We designed a vibro-tactile 
pen and software to create tactons and semantic sequences of vibro-tactile 
patterns on mobile devices (iPAQ pocket PC). We proposed special games and 
techniques to simplify learning and manipulating vibro-tactile patterns. The 
technique for manipulating vibro-tactile sequences is based on gesture 
recognition and spatial-temporal mapping for imaging vibro-tactile signals. 
After training, the tactons could be used as awareness cues or the system of 
non-verbal communication signals.  

1   Introduction 

Many researchers suppose that the dynamic range for the tactile analyzer is narrow in 
comparison to visual and auditory ones. This fact is explained by the complex 
interactions between vibro-tactile stimuli, which are in spatial-temporary affinity. 
This has resulted in a fairly conservative approach to the design of the tactile display 
techniques. However, some physiological studies [1] have shown that a number of 
possible “descriptions” (states) of an afferent flow during stimulation of the tactile 
receptors tend to have a greater amount of the definite levels than it was previously 
observed, that is more than 125. The restrictions of the human touch mostly depend 
on imaging techniques used, that is, spatial-temporal mapping and parameters of the 
input signals. As opposed to static spatial coding such as Braille or tactile diagrams, 
tactile memory is the crucial factor affecting perception of the dynamical signals 
similar to Vibratese language [7], [9].  

Many different kinds of devices with embedded vibro-tactile actuators have 
appeared during the last two years. There is a stable interest to use vibration in games 
including small-size wearable devices like personal digital assistants and phones [2], 
[3], [14]. The combination of small size and low weight, low power consumption and 
noise, and human ability to feel vibration when the hearing and vision occupied by 
other tasks or have some lacks, makes vibration actuators ideal for mobile 
applications [4], [10]. 
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On the other hand, the absence of the tactile markers makes almost impossible for 
visually impaired users interaction with touchscreen. Visual imaging is dominant for 
touchscreen and requires a definite size of virtual buttons or widgets to directly 
manipulate them by the finger. Among recent projects, it is necessary to mention the 
works of Nashel and Razzaque [11], Fukumoto and Sugimura [6] and Poupyrev et al 
[12]. The authors propose using different kinds of the small actuators such as 
piezoceramic bending motor [6], [12] or shaking motor [11] attached to a touch panel 
or mounted on PDA.  

If the actuator is placed just under the touch panel, the vibration should be sensed 
directly at the fingertip. However, fingertip interaction has a limited contact duration, 
as the finger occupies an essential space for imaging. In a case of blind finger 
manipulations, a gesture technique becomes more efficient than absolute pointing 
when making use of the specific layout of software buttons. A small touch space and 
irregular spreading of vibration across touchscreen require another solution. If the 
actuator is placed on the backside of the mobile device, vibration could be sensed at 
the palm holding the unit. In this case, the mass of the PDA is crucial and impacts 
onto spectrum of playback signals [4], [6].  

From time to time vibro-tactile feedback has been added to a pen input device [13]. 
We have also implemented several prototypes of the pen having embedded shaking 
motor and the solenoid-type actuator. However, shaking motor has a better ratio of the 
torque to power consumption in a range of 3 – 500 Hz than a solenoid-type actuator. 
The vibro-tactile pen certainly has the following benefits: 

� the contact with the fingers is permanent and has more touch surface, as a rule, 
two fingertips tightly coupled to the pen; 

� the pen has smaller weight and vibration is easily spread along this unit, it 
provides the user with a reliable feeling of different frequencies; 

� the construction of the pen is flexible and admits installation of several actuators 
which have a local power source; 

� the connection to mobile unit can be provided through a serial port or Bluetooth, 
that is, the main unit does not require any modification.  

Finally, finger grasping provides a better precision compared with hand grasping 
[5]. Based on vibro-tactile pen we developed a special technique for imaging and 
intuitive interacting through vibration patterns. Simple games allow to facilitate 
learning or usability testing of the system of the tactons that might be used like 
awareness cues or non-verbal communication signals.  
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2 Vibro-Tactile Pen 

The prototype of vibro-tactile pen consists of a miniature DC motor with a 
stopped rotor (shaking motor), electronic switch (NDS9959 MOSFET) and 

battery having the voltage of 3 V. It is possible to use internal battery of 
iPAQ, as an effective current can be restricted to 300 mA at 6 V. Both the 

general view and some internal design features of the pen are shown in Fig. 1. 

There are only two control commands to start and stop the motor rotation. 
Therefore, to shape an appropriate vibration pattern, we need to combine the 
pulses of the current and the pauses with definite duration. Duration of the 
pulses can slightly change the power of the mechanical moment (a torque). 

The frequency will mostly be determined by duration of the pauses. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig. 1.  Vibro-tactile pen: general view and schematics. 

We used the cradle connector of Compaq iPAQ pocket PC which supports 
RS-232 and USB input/output signals. In particularly, DTR or/and RTS 

signals can be used to realize the motor control. 

The software to create vibro-tactile patterns was written in Microsoft eMbedded 
Visual Basic 3.0. This program allows shaping some number of vibro-tactile patterns.  
Each of the tactons is composed of two sequential serial bursts with different 
frequency of the pulses. Such a technique based on contrast presentation of two well-
differentiated stimuli of the same modality facilitates shaping the perceptual imprint 
of the vibro-tactile pattern. The number of bursts could be increased, but duration of 

holder 

3 
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the tacton shall be reasonable and shall not exceed 2 s. Durations of the pulses and 
pauses are setting in milliseconds. Number of pulses determines the duration of each 
burst. Thus, if the pattern consists of 10 pulses having frequency of 47.6 Hz (1+20 
ms) and 10 pulses having frequency of 11.8 Hz, (5+80 ms) vibro-tactile pattern has 
the length of 1060 ms. All patterns are stored in the resource file “TPattern.txt” that 
can be loaded by the game or another application having special procedures to decode 
the description into output signals of the serial port according the script. 

3.   Method for Learning Vibro-Tactile Signals 

Fingertip sensitivity is extremely important for some categories of physically 
challenged people such as the profoundly deaf, hard-of-hearing people and people 
who have low vision. We can find diverse advises how to increase skin sensitivity. 
For instance, Stephen Hampton in “Secrets of Lock Picking” [8] described a special 
procedure and the exercises to develop a delicate touch.  

Sometimes, only sensitivity is not enough to remember and recognize vibration 
patterns and their combinations, especially when the number of the tactons is more 
than five. While high skin sensitivity can produce strong sensation, the discrimination 
of several tactile stimuli can remain quite poor. The duration of remembering tactile 
pattern depends on many factors which would include personal experience, making of 
the individual perceptive strategy, and the imaging system of alternative signals [7]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Three levels of the game “Locks and Burglars”. 

We propose special games and techniques to facilitate learning and manipulation 
by vibration patterns. The static scripts have own dynamics and provoke the player to 
make an individual strategy and mobilize perceptive skills. Let us consider a version 
of the game for the users having a normal vision. 

The goal of the “Burglar” is to investigate and memorize the lock prototype to 
open it as fast as possible. There are three levels of difficulty and two phases of the 
game on each level. In the “training” mode (the first phase), the player can touch the 
lock as many times as s/he needs. After remembering tactons and their position, the 
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player starts the game. By clicking on the label “Start”, which is visible in training 
phase, the game starts and the key will appear (Fig. 2). The player has the key in hand 
and can touch it as many times as s/he needs. That is a chance to check the memory. 

After player found known tactons and could suppose in which position of the lock 
button s/he had detected these vibrations before, it is possible to click once the lock 
button. If the vibration pattern of the button coincides with corresponding tacton of 
the key piece, the lock will have a yellow shine. In a wrong case, a shine will be red. 
Repeated pressing of the corresponding position is also being considered as an error.  

There is a restricted number of errors on the each level of the game: single, four 
and six allowed errors. We assumed that 15 s per tacton is enough to pass the third 
level therefore the game time was restricted to 2.5 minutes. That conditions a 
selection of the strategy and improves learnability. After the player did not admit the 
errors at all the levels, the group of tactons could be replaced. Different groups 
comprising nine tactons allow learning whole vibro-tactile alphabet (27 tokens) 
sequentially.  

All the data, times and number of repetitions per tacton, in training phase and 
during the game are automatically collected and stored in a log file. Thus, we can 
estimate which of the patterns are more difficult to remember and if these tactons are 
equally hard for all the players, their structure could be changed.  

Graphic features for imaging, such as numbering or positioning (central, corners) 
lock buttons, different heights of the key pieces, and “binary construction” of the 
tactons, each tacton being composed of the two serial bursts of the pulses, should 
facilitate remembering spatial-temporal relations of the complex signals in the 
proposed system.  

Another approach was developed to support blind interaction with tactile patterns, 
as the attentional competition between modalities often disturbs or suppresses weak 
differences of the tactile stimuli. The technique for blind interaction has several 
features. Screenshot of the game for non-visual interaction is shown in Fig. 3. There 
are four absolute positions for the buttons “Repeat”, “Start” and two buttons are 
controlling the number of the tactons and the amount of the tactons within a playback 
sequence. Speech remarks support each change of the button state. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The version of the game for blind player. 

adaptive button 

the mode: the number of tactons 
in the sequence 

 tacton’s number 

track of the stylus 
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When blindfolded player should investigate and memorize the lock, s/he can make 
gestures along eight directions each time when it is necessary to activate the lock 
button or mark once the tacton by gesture and press down the button “Repeat” as 
many times as needed. The middle button switches the mode of repetition. Three or 
all the tactons can be played starting from the first, the fourth or the seventh position 
pointed by the last gesture.  

Spatial-temporal mapping for vibro-tactile imaging is shown in Fig. 4. Playback 
duration for the groups consisting of 3, 6 or 9 tactons can reach 3.5 s, 7.2 s or 11 s 
including earcon to mark the end of the sequence. This parameter is important and 
could be improved when stronger tactile feedback could be provided with actuator 
attached to the stylus directly under the finger. In practice, only the sequence 
consisting of three tactons facilitates recognizing and remembering a sequence of the 
tactile patterns. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Spatial-temporal mapping for vibro-tactile imaging: 
T1 = 60 ms, T2 = 1100 ms, T3 = 300 ms. 

To recognize gestures we used the metaphor of the adaptive button. When the 
player touches the screen, the square shape (Fig. 3) automatically changes position 
and finger or stylus occurs in the center of the shape. After the motion was realized 
(sliding and lifting the stylus), the corresponding direction or the button position of 
the lock will be counted and the tacton will be activated. 

The button that appears on the second game phase in the bottom right position 
activates the tactons of the virtual key. At this phase, the middle button switches 
number of tactons of the key in a playback sequence. However, to select the button of 
the lock by gesture the player should point before what key piece s/he wishes to use. 
That is, the mode for playback of a single tacton should be activated. The absolute 
positions of software buttons do not require additional markers. 

1 2 3
4 5 6
7 8 9 Ti

Repe



Manipulating Vibro-Tactile Sequences on Mobile PC      261 

4.   Evaluation of the Method and Pilot Results 

The preliminary evaluation with able-bodied staff and students took place in the 
Department of Computer Sciences University of Tampere. The data were captured 
using the version of the game “Locks and Burglars” for deaf players. The data were 
collected concerning 190 trials in a total, of 18 players (Table 1). Despite of the fact, 
that the tactons have had low vibration frequencies of 47.6 Hz and 11.8 Hz, we cannot 
exclude an acoustic effect, as the players had a normal hearing. Therefore, we can just 
summarize general considerations regarding the difficulties in which game resulted 
and overall average results. 

Table 1. The preliminary average results. 

Level 
(tactons) Trials 

Selection 
time 

per tacton 

Total 
selection time 

Repeats 
per 

tacton 

Err, 
% 

1 (3)   48 3.8 s 12.4 s 4-7 7.7 
2 (6) 123 3.4 s 16.8 s 3-13 13.3 
3 (9)   19 1.7-11 s 47.3 s 4-35 55.6 

The first level of the game is simple as memorizing of 2 out of 3 patterns is enough 
to complete the task. The selection time (decision-making and pointing the lock 
button after receiving tactile feedback in corresponding piece of the key) in this level 
did not exceed 3.8 s per tacton or 12.4 s to find matching of 3 tactons. The number of 
the repetitions to memorize 3 patterns was low, about 4 - 7 repetitions per tacton. The 
error rate (Err) was 7.7%. The error rate was counted as follows: 

%100
][][

]_[
u

u
 

tactonstrials
selectionswrongErr  . (2) 

The second level of the game (memorizing six tactons) was also not very difficult. 
An average time of the selection per tacton was about 3.4 s and 16.8 s in a total to find 
matching of six tactons. The number of the repetitions to memorize six patterns was 
varied from 3 to 13 repetitions per tacton. However, the error rate increased up to 
13.3%, it is also possible due to the allowed number of errors (4).  

The third level (nine tactons for memorizing) was too difficult and only three of 19 
trials had finished by the win. The average time of the selection has been changed 
from 1.7 s up to 11 s per tacton and reached 47.3 s to find matching of nine tactons. 
While a selection time was about 30% of the entire time of the game, decision-making 
occupied much more time and players lost a case mostly due to limited time. The 
number of repetitions to memorize nine patterns in training phase varied significantly, 
from 4 up to 35 repetitions per tacton. Thus, we can conclude that nine tactons require 
of a special strategy to facilitate memorizing. However, the playback mode of the 
groups of vibro-tactile patterns was not used in the tested version. The error rate was 
too high (55.6%) due to the allowed number of errors (6) and, probably, because of 
the small tactile experience of the players.  

The blind version of the game was briefly evaluated and showed a good potential 
to play and manipulate by vibro-tactile patterns even in the case when audio feedback 
was absent. That is, the proposed approach and the tools implemented provide the 
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basis for learning and reading of the complex semantic sequences composed of six 
and more vibro-tactile patterns. 

5.  Conclusion 

We designed a vibro-tactile pen and software intended to create tactons and 
semantic sequences consisting of the vibro-tactile patterns on mobile devices (iPAQ 
pocket PC). Tactile memory is the major restriction for designing a vibro-tactile 
alphabet for the hearing impaired people. We proposed special games and techniques 
to facilitate learning of the vibro-tactile patterns and manipulating by them. Spatial-
temporal mapping for imaging vibro-tactile signals has a potential for future 
development and detailed investigation of the human perception of the long semantic 
sequences composed of tactons. After training, the tactons can be used as a system of 
non-verbal communication signals.  
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Discussion 

[Fabio Paterno] I think that in the example you showed for blind users a solution 
based on screen readers would be easier than the one you presented based on vibro-
tactile techniques.  

[Grigori Evreinov] A screen reader solution would not be useful for deaf and 
blind-deaf users.  

 
[Eric Schol] Did you investigate the use of force-feedback joystick ?  

[Grigori Evreinov] Yes, among many other devices ; like force-feedback mouse, 
etc. But main goal of the research was the application (game), not the device 
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Abstract. Many of the difficulties users experience when working with 
interactive systems arise from misfits between the user’s conceptualisation of 
the domain and device with which they are working and the conceptualisation 
implemented within those systems. We report an analytical technique called 
CASSM (Concept-based Analysis for Surface and Structural Misfits) in which 
such misfits can be formally represented to assist in understanding, describing 
and reasoning about them. CASSM draws on the framework of Cognitive 
Dimensions (CDs) in which many types of misfit were classified and presented 
descriptively, with illustrative examples. CASSM allows precise definitions of 
many of the CDs, expressed in terms of entities, attributes, actions and 
relationships. These definitions have been implemented in Cassata, a tool for 
automated analysis of misfits, which we introduce and describe in some detail.   

1   Introduction 

Two kinds of approach have dominated traditional work in usability of interactive 
systems: heuristic (or checklist-based) approaches giving a swift assessment of look-
and-feel (usually independent of the tasks the system is designed to support), such as 
Heuristic Evaluation [17]; and procedure-based approaches for assessing the 
difficulty of each step of typical user tasks, such as Cognitive Walkthrough [20].  

We present a technique based on a third approach, the analysis of conceptual 
misfits between the way the user thinks and the representation implemented within the 
system. Such misfits pertain to the concepts and relationships the user is manipulating 
in their work. Some misfits are surface-level – for example, users may work with 
concepts that are not directly represented within the system; conversely, users may be 
required to discover and utilise system concepts that are irrelevant to their conceptual 
models. Other misfits are structural, emerging only when the user manipulates the 
structure of some representation and finds that changes that are conceptually simple 
are, in practice, difficult to achieve.  

We outline an approach to usability evaluation called Concept-based Analysis of 
Surface and Structural Misfits (CASSM), and present Cassata, a prototype analysis 
tool that supports the analyst in identifying misfits. As will become apparent, in 
CASSM structural misfits are not analysed directly in terms of the procedures that 
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users follow to make a change, as might happen using a procedural approach; instead, 
CASSM identifies which elements of a structure are and are not accessible to a user 
and amenable to direct modification, thereby deriving warnings of potential misfits. 

1.1 Misfits and their analysis 

Many approaches to usability evaluation, including work in the previously-mentioned 
traditions of heuristic and procedure-based analysis, have generated lists of specific 
user problems with a given design, but have failed to impose any structure on the lists. 
Each user difficulty that is spotted is a thing in itself. From one occurrence we learn 
nothing about how to predict further occurrences, nor how to improve design practice. 

CASSM builds on the approach known as the ‘Cognitive Dimensions of Notations’ 
framework (CDs) [3,4,14,15], in which some important classes of structural misfits 
have been articulated and described. For example, ‘viscosity’ describes the ‘degree of 
resistance to small changes’: in a viscous system, something is more difficult to 
change than it should be – a single conceptual action demands several device actions. 
An example would be adding a new figure near the beginning of a document then 
having to increment all subsequent figure numbers and within-text references to those 
numbers: some word processing applications explicitly support this activity but most 
do not, making it very repetitive. Viscosity may be a serious impediment to the user’s 
task or it may be irrelevant to that task, if for instance the user is searching for a target 
but not trying to make a change; the CDs framework therefore distinguishes types of 
user activity and offers a conjecture as to how each dimension affects each activity. 

The Cognitive Dimensions framework as originally created [12] was intended to 
promote quick, broad-brush evaluation, giving non-specialists a usability evaluation 
technique that was based on cognitive analysis yet required no expertise from the 
analyst. It relied purely on definition by example. To a degree this was successful. 
The idea of viscosity is intuitively appealing; examples can illustrate the idea; and a 
vocabulary of such ideas can be used to support discourse and reasoning about 
features of a design, with a view to improving that design [3]. However, despite the 
development of a CDs tutorial [14], and a questionnaire-based evaluation tool [2], 
potential users have found that they need to learn too many concepts and that those 
concepts are not defined closely enough to avoid disagreement over the final analysis. 

More than one attempt has been made to sharpen the definitions of CDs [11,19] but 
those attempts have lost the feel of quick, broad-brush evaluation, making them 
unappealing to the intended user, the non-specialist analyst. 

In this paper, we show that several CDs and related user–system misfits can be 
represented reasonably faithfully in a form that better preserves the original quick-
and-dirty appeal of CDs. With these definitions, not only are the misfit notions 
clarified, but it becomes possible for potential misfit occurrences to be automatically 
identified within Cassata, the tool that we shall describe below.  

It must be kept in mind throughout that our form of analysis can only describe 
potential user problems. Whether a particular misfit causes real difficulties will 
depend on circumstances that are not described here. 
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2   CASSM and Cassata: a brief introduction 

CASSM is a usability evaluation technique that focuses on the misfits between user 
and device. It was formerly known as Ontological Sketch Modelling (OSM [10]), 
because the approach involves constructing a partial (Sketchy) representation (Model) 
of the essential elements (Ontology) of a user–system interaction; the name has 
recently been changed to reflect a shift of focus towards the two types of misfits 
rather than the ontology representation. 

CASSM developed from our earlier work on Entity Relationship Modelling of 
Information Artifacts (ERMIA [11]) and Programmable User Modelling (PUM [8]). It 
has also been informed by the work of others on what could broadly be termed misfit 
analysis, such as Moran’s External Task Internal Task (ETIT) analysis [16] and 
Payne’s Yoked State Spaces [18]. The basis of CASSM is to compare the concepts 
that users are working with (identified by an appropriate data gathering technique 
such as interviews, think-aloud protocols or Contextual Inquiry [1]) with the concepts 
implemented within the system and interface (identified by reference to sources such 
as system documentation or an existing implementation). Conceptual analysis 
involves identifying the concepts users are working with, drawing out commonalities 
across similar users (see for example [7]) to create the profile of a typical user of a 
particular type,; the analyst can then assess the quality of fit between user and system. 
As analysis proceeds, the analyst will start to distinguish between entities and 
attributes (as defined below), and to consider what actions the user can take to change 
the state of the system. Finally, for a thorough analysis, various relationships between 
concepts are enumerated to identify structural misfits. Each of these stages of misfit 
analysis is discussed in more detail below. 

To support analysis, a demonstrator tool called Cassata is under development. 
Screen shots included in this paper are taken from version 2.1 of the tool. (Version 3 
can be downloaded from the project web page [9].) The tool has provided a focus for 
developing the precise definitions of misfits included in this paper, and also a means 
of testing those definitions against a repertoire of examples that have previously been 
discussed informally. 

Figure 1 shows the Cassata window for a partial description of a word processor 
document. For clarity, the picture is cropped from the right. This particular 
description is discussed in more detail in section 4.1; here we simply outline its main 
features. 

It is a description of a set of figures (pictures or diagrams) in a document, which 
consists of one or more individual figures. For the user, there is the important idea 
that the figures should be sequentially numbered – so the number-sequence is 
important, and is an attribute of the set-of-figs. Each figure has an attribute which is 
its particular number, and changing a figure number changes the overall sequence of 
figure numbers. 
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Fig. 1. Cassata data table for a partial description of a document. The upper table describes 
concepts (i.e. entities and their attributes); the lower describes relationships between those 

concepts. 

The top half of the window shows information about concepts (entities such as 
figure and attributes such as number): for each concept, three columns show whether 
it is present, difficult or absent for the user, interface and system respectively; the next 
two columns show how easy it is to set or change the value of an attribute, or to create 
or delete an entity; the final column is a notes area in which the analyst can add 
comments. To take the first row as an example: the set-of-figs is a conceptual 
entity that is meaningful to the user, is not clearly represented at the interface 
(‘difficult’) and absent from the underlying system model. It is easy to create a set of 
figures, (because this happens automatically as the user adds figures) but harder to 
delete it (done indirectly because that requires deleting all the individual figures). 

The bottom half of the window shows information about relationships (such as 
affects and consists_of) between concepts. In this particular case, the two lines of 
input state that changing any number (of a figure) affects the number-sequence (of the 
set-of-figs) and that a set-of-figs consists of (many) figures. 

Having briefly presented the background to CASSM and Cassata, we now focus in 
more detail on the definitions of various kinds of misfits. 

3   Surface Misfits 

Surface misfits are those that become apparent without considering the details of 
structural representations within the system and how those representations are 
changed. Within ‘surface’, there are three levels of misfit: just identifying system and 
user concepts, with little reference to the interface between the two (section 3.1); 
more detailed analysis in terms of how well each concept is represented by the user, 
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interface and system (section 3.2); and analysis in terms of what actions are needed to 
change the system, and whether there are problems with actions (section 3.3). 

3.1   Level 1: Misfits between the user and the system 

Misfits between user and system are probably the most important surface-level 
misfits. There are three important cases: user concepts that are not represented within 
the system; system concepts that are inaccessible to the user; and situations where a 
user concept and a system concept are similar but not identical. 

User concepts that are not represented within the system cannot be directly 
manipulated by the user. The set-of-figs discussed above is an example of such a 
concept. Other examples are using a field in an electronic form to code information 
for which that form was not actually designed, or keeping paper notes alongside an 
electronic system to capture information that the system does not accept. 

Unrepresented concepts are often the most costly form of misfit; they may force 
users to introduce workarounds, as users are unable to express exactly what they need 
to, and must therefore use the system in a way it was not designed for. They 
sometimes result in structural misfits such as viscosity, as described below. 

System concepts that are not immediately available to the user need to be learned. 
At a trivial level, these might include strictly device-related concepts like scroll-bars, 
which may be simple to use but nevertheless need to be learnt. A slightly more 
complex example is the apparatus of layers, channels and masks found in many 
graphics applications – these can cause substantial user difficulties, particularly for 
novice users. 

For users, these misfits may involve no more than learning a new concept, or they 
may require the users’ constant attention to the state of something that has little 
significance to them, such as the amount of free memory. 

User- and system concepts that are similar but non-identical, and which are often 
referred to by the same terms, can cause more serious difficulties. One example in the 
domain of diaries is the idea of a ‘meeting’. When a user talks about a meeting, they 
usually mean a pre-arranged gathering of particular individuals at an agreed location 
with a particular broad purpose (and perhaps a detailed agenda). Within some shared 
diary systems, a meeting has a much more precise definition, referring to an event 
about which only other users of the same shared diary system can be kept fully 
informed, and which has a precise start time and precise finishing time, and possibly a 
precise location. The difference between these concepts is small but significant [5]. 

Another example, within the domain of ambulance dispatch, is the difference 
between a call and an incident. A particular system we studied processed information 
strictly in terms of calls, whereas staff dealt with incidents (about which there may be 
one or many calls); this was difficult to detect initially because the staff referred to 
them as ‘calls’ [7], but the failure of the system to integrate information about 
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difference calls added substantially to staff workload as they processed the more 
complex incidents. 

These misfits may cause difficulties because the user has to constantly map their 
natural understanding of the concept onto the one represented within the system, 
which may have a subtly different set of attributes. 

3.2   Level 2: Adding Interface Considerations  

The second level starts to draw out issues concerning the interface between user and 
system. For each of user, interface and system, a concept may be present, difficult or 
absent. 

In all cases, present means clearly represented and absent means not represented. 
We assume that underlying system concepts are either present or absent, whereas for 
the user or at the interface there are concepts that are present but difficult in some 
way. 

For users, difficult concepts are most commonly ones that are implicit– ideas they 
are aware of if asked but not ones they expect to work with. An example would be the 
end time of a meeting in the diary system mentioned above: if one looks at people’s 
paper diaries, one finds that many engagements have start times (though these are 
often flagged as approximate – e.g. ‘2ish’) but few have end times, whereas electronic 
diaries require every event to have an end time. This forces users to make explicit 
information that they might not choose to. Another source of difficulty might be that 
the user has to learn the concept. 

Similarly, there are various reasons why a concept may be represented at the 
interface but in a way that makes it difficult to work with. Difficulties that interface 
objects may present include: 
  Disguised: represented, but hard to interpret; 
  Delayed: represented, but not available to the user until some time later in the 

interaction; 
  Hidden: represented, but the user has to perform an explicit action to reveal the 

state of the entity or attribute; or 
  Undiscoverable: represented only to the user who has good system knowledge, but 

unlikely to be discovered by most users. 
Which of these apply in any particular case – i.e. why the interface object might 

cause user difficulties – is a further level of detail that can be annotated by the 
analyst; for the sake of simplicity, this additional level of detail is not explicitly 
represented within Cassata. 

At the simplest level, anything that is difficult or absent represents a misfit that 
might cause user difficulties. As discussed above, concepts that are difficult or absent 
for the user are ones that need to be learnt and worked with; how much difficulty 
these actually pose will depend on the interface representation. Conversely, concepts 
that are present for the user but absent from the underlying system will force the user 
to find work-arounds. In addition, as discussed above, poor interface representations 
are a further source of difficulty that is not considered at level 1. 
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3.3   Level 3: Considering Actions 

At levels 1 and 2, we have referred to ‘concepts’ without it being necessary to 
distinguish between them. For deeper analysis, it becomes necessary to distinguish 
between entities and attributes. A description in terms of entities and attributes is 
illustrated in the screen-shot from the Cassata tool shown in Figure 1 (above). There, 
we used the terms ‘entity’ and ‘attribute’ without precisely defining them. 

An entity is a concept that can be created or deleted, or that has attributes which the 
analyst wants to enumerate. In figure 1, entities are shown in the left-hand column, 
left-justified. Note also the ‘E’ in the left margin. 

An attribute is a property of an entity. In Figure 1, attributes are shown right-
justified in the left-hand column. Note also the ‘A’ in the left margin. Attributes can 
be set (‘S/C’) or changed (‘C/D’). 

For economy of space, the same columns are used to define how easy it is to create 
(‘S/C’) or delete (‘C/D’) entities. Each of these actions can be described as follows: 

  Easy: no user difficulties. 
  Hard: difficult for some reason (e.g. undiscoverable action, moded action, 

delayed effect of action). For example, it is possible to select a sentence in MS 
Word by pressing the control key (‘apple’ key on a Mac) and clicking anywhere 
in the sentence; few users are aware of this. 

  Indirect: effect has to be achieved by changing something else in the system; for 
example, as discussed above, it is not possible to directly change the sequence 
of figure numbers. 

  Cant: something that cannot be changed, that the analyst thinks might cause 
subsequent user difficulties. 

  Fixed: something that cannot be changed, that is not, in fact, problematic; for 
example, an entity may be listed simply because it has important attributes that 
need to be enumerated or analysed. 

  BySys: this denotes aspects of the system that may be changed, but not by the 
user (this may include by other agents – e.g. over a network, or simply other 
people). Many of these cases are not actually problems, and it is up to the 
analyst to consider implications. 

Just as describing concepts as ‘present’, ‘absent’ or ‘difficult’ helps to highlight 
some conceptual difficulties, so describing actions in terms of ‘easy’, ‘hard’ , 
indirect’, ‘cant’, ‘fixed’ and ‘bySys’ highlights conceptual difficulties in changing the 
state of the system. 

3.4 Surface-level misfits and their Cognitive Dimensions  

We turn now to the use of CASSM to articulate part of the Cognitive Dimensions 
framework introduced above, starting with surface-level misfits – notably abstraction 
level and visibility.  
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Abstraction level: devices may be classed as imposing the use of abstractions 
(‘abstraction-hungry’ in Green’s terminology), rejecting the use of abstractions 
(‘abstraction-hating’), or allowing but not imposing abstractions (‘abstraction-
neutral’); further, the abstractions themselves may be domain-based or device-based. 
CASSM can express these distinctions reasonably well and can therefore detect some 
of the misfits, among them: 

x domain abstractions that are part of the user’s conceptual but are not 
implemented within the device; 

x device abstractions imposed upon the user. 
Imposed device abstractions have to be learnt in order to work effectively with the 
device, such as style sheets or graphics masks, and are therefore easy or difficult to 
learn according to how well they are represented at the interface (as discussed above). 

Visibility: the user’s ability to view components readily when required, preferably in 
juxtaposition to allow comparison between components. CASSM cannot at present 
express either inter-item juxtaposability nor the number of search steps required to 
bring a required item to view (‘navigability’) but captures the essence of visibility by 
designating those concepts that are hidden, disguised, delayed or undiscoverable as 
‘difficult’ in the interface representation. 

4   Structural misfits: taking account of relationships 

As discussed above, structural misfits refer to the structure of information, and how 
the user can change that structure. Here, we present the structural misfits of which we 
are currently aware. These are a subset of Green’s Cognitive Dimensions [3]. It is 
worth noting that structural misfits only apply to systems where the system state can 
be changed in a meaningful way by the user. Thus, systems such as web sites or 
vending machines do not generally suffer from structural misfits. However, systems 
such as drawing programs, word processors, music composition systems and design 
tools are prone to these misfits. 

Another point to note is that although structural misfits are much finer-grained than 
the bolder surface-level misfits discussed above, they can be immense sources of user 
frustration and inefficiency.  

Structural misfits depend on relationships that hold within the data. Five kinds of 
relationships are currently defined within Cassata. These are: consists_of, 
device_constraint, goal_constraint, affects, and maps_onto. As for entities and 
attributes, it is possible (though not always necessary) to state how well these 
relationships are represented at the interface, to the user, or in the underlying system. 

Consists_of takes two arguments, which we call Actor and ActedOn, which are 
both concepts. This means that the first consists_of the second: chapter consists_of 
paragraphs; set-of-paragraphs consists_of paragraphs (e.g. sharing a paragraph 
style); etc. 

Device_constraint also takes two arguments, both concepts. The value of Actor 
constrains the possible values of ActedOn. For example, considering drawing a 
map on the back of an envelope, the starting_position (for drawing) constrains the 
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location of a particular instruction. An easier example is that the field-width for a 
data entry field constrains the item-width for any items to be put in that field. 

Goal_constraint takes only one argument (ActedOn), which is the concept on 
which there is some domain-based constraint. For example, when writing a 
conference paper such as this one, it is common to have a limit on the length of a 
document. 

Affects is concerned with side-effects: that changing the value of one concept 
will also change the value of another. For example, changing the number of words 
in a document will change its length. 

Maps_onto is a simple way of expressing the idea that two concepts are very 
similar but not quite identical. These are most commonly a domain-relevant 
concept and a device-relevant one. For example, a (user) meeting maps_onto a 
(diary-entry) meeting but, depending on the form of the diary, the two meeting 
types may have importantly different attributes. 

We now consider three important classes of structural misfits: viscosity (section 4.1), 
premature commitment  (section 4.2) and hidden dependencies (section 4.3). In what 
follows, we take A to be an entity of interest with an attribute P, and B to be some 
other entity with attribute Q. these are defined in the top window by juxtaposition (i.e. 
attributes always appear immediately below the entity to which they pertain). 

4.1   Viscosity 

As discussed above, “viscosity” captures the idea that a system is difficult to change 
in some way. Green [13] distinguished two types of viscosity, repetition and knock-
on, which can be defined as follows. 

1) Repetition viscosity occurs when a single action within the user’s conceptual 
model requires many, repetitive device actions. 

Changing attribute P of entity A, A(P), needs many actions if: 
A(P) is not directly modifiable 
B(Q) affects A(P) 
B(Q) is modifiable 
A consists-of B 

For example, as discussed above (section 2), we get repetition viscosity on figure 
numbers in a document because whenever a figure is added, deleted or moved, a 
range of figures need to be re-numbered one by one. Stated more formally: 
set-of-figs(number-sequence) is not directly modifiable 
figure(number) affects set-of-figs(number-sequence) 
figure(number) is modifiable 
set-of-figs consists-of figure 

Figure 2 shows the basic requirements on a model for it to exhibit Repetition 
Viscosity. Note in particular the use of ‘indirect’ to denote something that can be 
changed, but not directly. Figure 3 shows the output when this particular model is 
assessed by Cassata. 
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Fig. 2. Repetition Viscosity. 

Repetition Viscosity Check ---- Repetition Viscosity Model 
 
   attribute "Q" affects "P" 
   entity "A" consists_of "B" 
  "A " owns "P" 
  "P " is not directly modifiable 
  "B " owns "Q" 
  "Q " is directly modifiable 
 
possible case of repetition viscosity: 
to change "P" user may have to change all instances of "Q" 

Fig. 3. Output from Repetition Viscosity analysis in Cassata. 

2) Knock-on viscosity: changing one attribute may lead to the need to adjust other 
things to restore the internal consistency. (In North America, a better-known phrase 
for the same concept appears to be ‘domino effect’.) 

Changing A(P) has possible knock-on if: 
A(P) is modifiable 
modifying A(P) affects B(Q) 
there is a domain constraint on B(Q) 

Timetables and schedules typically contain high knock-on viscosity; if one item is 
re-scheduled, many others may have to be changed as well. 

Figure 4 shows the conditions for a model to exhibit Knock-on Viscosity. Figure 5 
shows the output when this model is assessed by Cassata. 

P can only be 
changed indirectly 

Changing Q may 
be easy or hard 

A ‘owns’ P B ‘owns’ Q 

Q affects P 

A consists of B
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Fig. 4. Knock-on Viscosity. 

 
Knock-on Viscosity Check ---- Knock-on Viscosity Model 
 
   attribute "P" affects "Q" 
   there is a goal_constraint on "Q" 
  "P " is directly modifiable 
 
possible case of knock-on viscosity 
modifying "P" may violate a domain constraint for "Q" 

Fig. 5. Output from Knock-on Viscosity analysis in Cassata. 

4.2   Premature Commitment 

Informally, premature commitment occurs when the user has to provide information 
to the system earlier than they would wish or are prepared for. We have several sets of 
conditions that alert to possible premature commitment. 

1) Non-modifiability premature commitment: As discussed above (under actions), 
if an attribute cannot be changed after it has been set then the system possibly 
demands premature commitment: 
A(P) is settable 
A(P) is not modifiable 

Some painting tools exhibit this type of premature commitment: that the width and 
colour of a line cannot be changed once it has been set. 

Changing P may 
be easy or hard 

P affects Q 

There is a goal constraint on Q
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Extending this to entities, we may get potential non-modifiability premature 
commitment if entities can be created but not subsequently deleted: 
A is creatable 
A is not deletable 

In principle the converse may hold too, but there are few situations in which that 
would class as premature commitment (rather than simply an irreversible action). 

Figure 6 shows the conditions for a model to exhibit this kind of Premature 
Commitment. Figure 7 shows the output when this particular model is assessed by 
Cassata. 

 
Fig. 6. Non-modifiability Premature Commitment. 

Non-modifiability Premature Commitment ---- test NMPC Model 
 
possible non-modifiable premature commitment: 
   entity "create-ent" can be created but not deleted 
==== 
 
possible non-modifiable premature commitment: 
   attribute "set-att" can be set but not changed 
==== 
 
possible non-modifiable premature commitment: 
   entity "delete-ent" can be deleted but not created 
==== 

Fig. 7. Output from Non-modifiability PC analysis in Cassata. 

Conversely, for entities, the ‘cant’ and the ‘easy’ / 
‘hard’ can be swapped. 

…if 
changing 
/ 
deleting 

For entity or attribute, setting 
/creating can be easy or hard… 
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2) Abstraction-based premature commitment: If a user has to define an abstraction 
in order to avoid repetition viscosity, and that abstraction has to be defined in 
advance, then the system potentially creates abstraction-based premature 
commitment. Frequently that abstraction will be a simple grouping. A common 
example of potentially premature commitment to abstractions is the defining of 
paragraph styles before starting to create a technical document. The purpose is to 
avoid repetition viscosity by allowing all paragraphs of one type to be reformatted in 
one action, but the problem is to foresee the required definitions. A more technical 
example would be the creation of a class hierarchy in object-oriented programming. 

The conventional analysis in the Cognitive Dimensions framework is to treat the 
abstraction management components of the system as a separate sub-device, which 
may have its own properties of viscosity, hidden dependencies, etc [4]. In CASSM we 
take a simplified approach such that this type of premature commitment is highlighted 
if: 
A consists-of B 
A(P) is directly modifiable 
A(P) affects B(Q) 

The paragraph styles case would be represented thus: 
Paragraph has attribute style  
Set-of-paragraphs has attribute style-description 
Set-of-paragraphs consists-of paragraph 
Style-description is directly modifiable 
Changing style-description causes style to change 

Figure 8 shows the basic requirements on a model for it to exhibit Abstraction-
based Premature Commitment. Figure 9 shows the output when this particular model 
is assessed by Cassata. 

 
Fig. 8. Abstraction-based premature commitment. 

Changing P may 
be easy or hard 

A ‘owns’ P B ‘owns’ Q 

P affects Q 

A consists of B 
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Abstract-based Premature Commitment Check ---- Abstraction-based PC Model 
 
   attribute "P" affects "Q" 
   entity "A" consists_of "B" 
  "A " owns "P" 
  "P " is directly modifiable 
  "B " owns "Q" 
 
possible case of abstract-based premature commitment: 
need to create an abstraction "A" to change all instances of "Q" 

Fig. 9. Output from Abstraction-based PC analysis in Cassata. 

3) Device-constraint premature commitment: Here, setting an attribute of one 
entity constrains the way that new instances of another entity can be created: 
B(Q) is settable 
A(P) is not settable 
There is a device constraint between B(Q) and A(P) 
It is possible to add more As 

As mentioned above (when defining device constraint), one example of this is 
drawing a map on the back of an envelope; another is that of setting the field width in 
a data structure when the size of all items to be entered in that field is not known 
(here, “>=” is an example of a device constraint): 
field(width) is settable 
item(width) is not settable 
field(width)>=item(width) 
more items can be added 

Figure 10 shows the basic requirements on a model for it to exhibit Device-
constraint Premature Commitment. Figure 11 shows the output when this particular 
model is assessed by Cassata. 

 
Fig. 10. Device-constraint premature commitment. 

P cannot be set or 
changed (‘cant’ or 
‘fixed’) 

A ‘owns’ P B ‘owns’ Q 

There is a device_constraint 
between Q and P 

Creating A is easy or 
hard 

Q can be set (‘easy’ 
or ‘hard’) but not 
changed (‘cant’ or 
‘fixed’) 
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Device-constraint Premature Commitment Check ---- Device-constraint PC Model 
 
   attribute "Q" imposes a device_constraint on "P" 
  "Q " can be set but not changed 
  "P " cannot be either set or changed 
  "A " can be created 
 
possible case of device-constraint premature commitment: 
attribute "P" may be constrained by "Q" 

Fig. 11. Output from Device-constraint PC analysis in Cassata. 

4.3   Hidden Dependencies 

A hidden dependency occurs when important links between concepts are not visible 
(or otherwise readily available to the user). Spreadsheets contain many hidden 
dependencies, so that changing a value or formula somewhere in a sheet can have 
unanticipated knock-on effects elsewhere in the sheet. Similarly, changing a style in 
MS Word can have unexpected knock-on effects on other styles through the style 
hierarchy. This is formalised simply: 
Changing C affects D 
The relationship is not visible 

Here, C and D are concepts (entities or attributes). They may even be the same 
concept. For example, in the word processor because the concept ‘style definition’ 
denotes an aggregate of styles formed into a hierarchy, changing any one definition 
potentially changes other definitions that refer to it, so we have the reflexive 
relationship: 
Changing style-definition affects style-definition 
The relationship is not visible 

Figure 12 shows the basic requirements on a model for it to exhibit Hidden 
Dependencies. Figure 13 shows the output when this particular model is assessed by 
Cassata. 
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Fig. 12. Hidden Dependencies. 

Hidden Dependencies Check ---- Hidden Dependencies Model 
 
  "A" affects "B" 
 
possible case of hidden dependency: 
there may be hidden dependency between "A" and "B" 
==== 
  "P" affects "Q" 
 
possible case of hidden dependency: 
there may be hidden dependency between "P" and "Q" 

Fig. 13. Output from Hidden Dependencies analysis in Cassata. 

5   Conclusions 

In this paper, we have presented a particular approach to assessing the usability of an 
interactive system based on the idea of ‘quality of fit’ between user and system. In 
particular, we have used the ontology of CASSM (considering entities, attributes, 
actions and a set of defined relationship types, and properties of each of these) to 
deliver precise definitions of various kinds of surface and structural misfits. The 
structural misfits are all based on Green’s [12] Cognitive Dimensions. Some of the 
surface misfits can also be identified as CDs, but most are not, and all have been 
independently derived from the basic CASSM ontology.  

The prototype Cassata tool allows CASSM-based descriptions of systems to be 
created quickly and with a minimum of special concepts. When a CASSM description 
has been entered into Cassata, potential occurrences of both surface and structural 
misfits can be automatically identified, thereby alerting analysts to possible usability 
problems. With the help of Cassata we have preserved the original quick-to-do feel of 

There is an affects relationship 
between Q and P (or A and B) The ‘affects’ 

relationship is difficult 
or absent at the interface 
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the Cognitive Dimensions analysis, unlike previous efforts at formalising the 
Cognitive Dimensions framework [11,19]. 

In practice, we have found that it is usually easier to identify structural misfits 
informally (as has been done historically with CDs) than by generating the full 
CASSM representation in Cassata; in this case, the role of the formalisation is to 
validate that informal understanding and make it more precise. The Cassata tool 
provides simple but valuable support in identifying both surface and structural misfits. 

We are not claiming that the set of misfits presented here is complete. There are 
many different kinds of misfits between users and systems, many of which are outside 
the scope of CASSM – for example, inconsistencies in procedures for similar tasks 
would be picked up by other techniques but are not directly addressed within 
CASSM. In this work, we have focused on conceptual misfits, which have not been 
widely recognised in earlier work on usability evaluation. 

The work reported here is ongoing; elsewhere, we have reported the application of 
CASSM to various kinds of interactive systems [7,10]. Current work is addressed at 
refining the Cassata prototype, extending the set of structural misfits and scoping 
CASSM by comparison with other usability evaluation techniques (e.g. [6]). We 
believe that this work makes an important contribution to the overall repertoire of 
evaluation approaches for interactive systems. 
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Discussion 

[Willem-Paul Brinkman ] In the case of misfits, the evaluator has to come up with an 
idea of what concepts/ideas users are using, and whether or not they map on the 
concepts of the system (system model/image). However, how does the evaluator 
check, if his/her ideas/concepts map with ideas/concepts the users have?  

[Ann Blandford] You present your finding to the users, and ask them 
whether they agree with having/using these concepts. At the moment this 
seems the best and most practical way.  

 
[Jürgen Ziegler] How do dimensions like ‘viscosity’ relate to other, more established 
usability measures like ‘effectiveness’?  

[Ann Blandford] Effectiveness might be a higher level concept, viscosity 
addresses sub aspects.  

 
[Tom Ormerod] The distinction between concepts and tasks is interesting, though 
examples seemed to be about the tasks. Is CASSM about discovering concepts?  

[Ann Blandford] With the figure-numbering example, it is about making 
explicit an issue that is implicit, so yes 
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[Tom Ormerod] What would CASSM offer to the easier example of the problem of 
understanding the layers concept?  

[Ann Blandford] It suggests a search for ways to represent the layers explicitly at 
the interface. 
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Abstract. This paper discusses the role of an enhanced extended lexicon as a 
shared communicative artifact during software design. We describe how it may 
act as an interlingua that captures the shared understanding of both stakeholders 
and designers. We argue for the need to address communicative concerns 
among design team members, as well as from designers to users through the 
user interface. We thus extend an existing lexicon language (LEL) to address 
communication-oriented concerns that user interface designers need to take into 
account when representing their solution to end users. We propose that the 
enhanced LEL may be used as a valuable resource in model-based design, in 
modeling the help system, and in engineering the user interface elements and 
widgets. 

Keywords: communication-centered design, model-based design of human-
computer interaction, semiotic engineering, language extended lexicon 

1   Introduction 

In this paper, we describe a lexicon-based representation to express domain and 
application concepts during the design process. We propose that, by doing so, 
designers, users and other stakeholders may have a shared understanding of the 
application, detailing its relevant concepts and their relationships. We have argued 
elsewhere that we need representations that will make possible a more balanced 
participation of stakeholders and team players from different interdisciplinary 
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background during design [3]. This paper will focus on the communicative concerns 
that (esp. interaction) designers must deal with throughout the design process. We 
follow Preece et al.’s definition of interaction design: “designing interactive products 
to support people in their everyday and working lives” [26, p.6]. This definition is in 
accordance with Mullet & Sano’s perspective that human-computer interaction (HCI) 
is “concerned most directly with the user’s experience of a form in the context of a 
specific task or problem, as opposed to its functional or aesthetic qualities in 
isolation” [20, p.1]. Within HCI, semiotic engineering [9,10] has emerged as a 
semiotics-based theory [11,24] that describes and explains HCI phenomena, adopting 
primarily a media perspective on the use of computer artifacts [16]. 

Scenarios have been used as the primary representation to foster communication 
among team members and stakeholders [6]. We propose that an enriched lexicon can 
complement scenarios by representing together the different perspectives of each sign, 
which are typically scattered in many scenarios. This lexicon can be used to establish 
a common vocabulary throughout various design stages. By doing so, we believe it 
would be easier to build the design models taking both the lexicon and the scenarios 
as a starting point. In particular, such a lexicon can be used to derive three important 
kinds of resources: the user interface signs, which users should understand and learn 
to manipulate to make the most of their interaction with application [9,10]; the help 
content [29, 30]; and ontologies [13, 14], which can be employed in user, dialog and 
task modeling, especially in adaptive user interfaces [22] and the semantic web [4]. 

2 Semiotic Engineering and Communication-centered Design 

Semiotic Engineering focuses on the engineering of signs that convey what HCI 
designers and users have in mind and what effect they want to cause in the world of 
things, practices, ideas and experiences [9,10]. The interface signs constitute a 
message sent from designers to users, representing the designers’ solution to what 
they believe is the users’ problems, what they have interpreted as being the users’ 
needs and preferences, what the answer for these needs is and how they implemented 
their vision as an interactive system. In particular, semiotic engineering proposes a 
change of focus from producing to introducing design artifacts to users [10]. 

Our work builds on semiotic engineering by attempting to ensure that domain 
concepts are well represented and understood by every team member8 before 
proceeding to later design stages. We need to promote the shared understanding 
among the team members (for instance, by representing domain concepts and their 
interrelationships), and to allow designers to represent communication-centered 
concerns developed for improving designer-to-user communication during interaction 
[9,10]. Our basic assumption is that, in order to increase the chances of engineering 
adequate signs at the user interface to convey the designers’ vision and thus properly 
introduce the design artifact, we need to first establish this vision and communicate it 

                                                           
8 By “team members” we mean the stakeholders (clients and users) and the designers (members 

of the development team from various disciplines, such as software engineering, human-
computer interaction, graphics design, linguistics, psychology and so on). 
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effectively among team members themselves, always from a user’s point of view 
(Fig. 1). 
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Fig. 1. Communication-centered design. 

The communication-oriented concerns we will address in this paper are derived from 
studies about users’ frequent doubts [1,28], as indicated by the dashed arrow in Fig. 1. 
These concerns will be described in section 4. 

If designers are unable to convey their vision to each other and to every 
stakeholder, they will hardly succeed in conveying it to users (through carefully 
designing the user interface). If, on the other hand, they succeed in promoting 
designer-designer communication via communication artifacts, they will be better 
equipped to communicate with users through the user interface, i.e., to engineer the 
user interface sign systems. This way, we aim to take one step towards a 
communication-centered approach to interactive software design and development. 

3 The Language Extended Lexicon (LEL) 

As a starting point to building our communication artifacts, we take on the 
requirements engineering work of the Language Extended Lexicon (LEL) [18]. The 
LEL is a representation of the signs in the language of the application domain. LEL is 
anchored on the idea that one must first “understand the language of the problem, 
without worrying about understanding the problem” [18]. Researchers in different 
areas have pointed out the strong relationship between culture and language. In 
semiotics, in particular, the works of Eco and Danesi pay special attention to the web 
of language, culture and social environments [8,11]. In software design, the strength 
of using language to promote a shared understanding of the problem design domain 
and also of the solution accounts for the success of scenario-based approaches in 
various design stages [6]. 
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To capture the language of the application domain and represent it in a Universe of 
Discourse (UofD), each term in LEL has two types of description: (i) notion, the 
denotation of the term or phrase; and (ii) impact, extra information about the context 
at hand9. In addition, each lexicon term is classified in four categories: object, subject, 
verb and state. The strong points in LEL are the principles of closure and of minimal 
vocabulary. The principle of closure attempts to “maximize the use of signs in the 
meaning of other signs”, whereas the principle of minimal vocabulary “demands that 
external vocabulary be minimized and reduced to the smallest set possible”. The 
external vocabulary is the set of terms that lie outside of the UofD. These terms 
should belong to the basic vocabulary of the natural language in use, i.e., be clearly 
known to every stakeholder. 
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Fig. 2. Lexicon construction process [17]. 

Kaplan and co-authors describe in detail the process of constructing a LEL 
representation [17]. It comprises six steps, as depicted in Fig. 2. First one needs to 
identify the main information sources of the UofD, such as people and documents. 
Then, one must identify a list of relevant terms to be included in the UofD. By 
observing how people work and interviewing them, as well as by reading the 
documents and inspecting the artifacts they generate or use, a candidate list of terms is 
generated. Each term is then classified into object, subject, verb or state. The fourth 
step is to describe the meaning of each term —define its notion and impact—, being 

                                                           
9 LEL authors state that the impact, formerly known as behavioral description, describes the 

“connotation, that is., and additional meaning of a word” [18]. From a semiotic point of 
view, however, the use of the term connotation in this sense is not accurate, and thus will not 
be used in this paper. 
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careful so as to respect the the principles of closure and minimal vocabulary. This step 
typically unveils additional terms to be included in the lexicon, and which undergo a 
similar process. In the last two steps, the lexicon is verified by inspection and 
validated by the stakeholders. As with scenarios, the lexicon is written in natural 
language, which makes it easy for non-experts to understand, question, and validate. 
The lexicon is also represented as a hypertext, which makes it easy to navigate 
between any two related terms. 

In the context of the semantic web, there is a growing need to represent the 
semantics of the applications [4]. The need is fully met by the LEL, which provides 
both the meaning and relationships among its terms. However, the fact that the LEL is 
coded in natural language format prevents is from being automated by machines. 
Ontologies, in our understanding, are the formalization of the concepts captured by 
the LEL in a machine processable language, e.g., DAML+Oil or OWL [15, 19]. 
Readers who are interested in deriving formal ontologies may refer to [5], which 
describes how to derive a machine-processable ontological representation from the 
lexicon. 

We argue that the quality of the resulting lexicon depends highly on the experience 
and domain knowledge of its builders. Moreover, in following a semiotic engineering 
approach to HCI, we would like the meaning descriptions to reflect the designers’ 
assumptions about the users’ knowledge and expectations of the domain and 
application. As we will see in the next sections, these assumptions may be captured in 
the form of answers to questions related to the users’ most frequent doubts. In this 
context, this paper proposes to extend LEL to enhance its capacity as a 
communicative artifact among team members, and as a concrete resource for model-
based design of interactive artifacts.  

It is important to note that we do not suggest to use LEL in isolation. Instead, we 
propose to use it to complement scenarios [6]. Scenarios give all stakeholders an 
understanding of the domain and of the application being designed, in a 
contextualized manner. However, we felt the need to centralize the definitions of 
goals, tasks, agents and objects, because if they are scattered throughout scenarios, 
problems of inconsistency and incompleteness may prevent designers to build an 
adequate conceptual model of the domain (and later of the solution). This would make 
it harder to engineer the signs that will be conveyed to users through the user 
interface. Designers need both the contextualization of the scenarios and the different 
perspectives that LEL gathers together for each sign.  

4 Communication-oriented concerns in model-based interaction 
design 

Although LEL is a useful tool for representing domain concepts and their 
interrelationships, we want to shift the focus to communication-oriented concerns 
involved in user-system interaction. These concerns were explored in previous work 
on communicability evaluation [25] and help systems design [29]. In this section, we 
outline the communication-oriented concerns that, we believe, need to be represented 
throughout the design process. 
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Traditional model-based approaches to user interface design are rooted in cognitive 
theories or ergonomic approaches, which focus on the human interacting with the 
system image [21]. Our work is based on semiotic engineering [9], which takes on a 
communicative perspective to HCI, viewing the user interface as a metamessage sent 
from designers to users. This message is created in such a way as to be capable of 
exchanging messages with users, i.e., allowing human-system interaction. In semiotic 
engineering, the high-level message sent from the designer to users can be 
paraphrased as follows [9]: 

“Here is my understanding of who you [users] are, what I’ve learned you 
want or need to do, in which preferred ways, and why. This is the system that I 
have therefore designed for you, and this is the way you can or should use it 
to fulfill a range of purposes that fall within this [my] vision.” 

Because semiotic engineering brings to the picture designers themselves as 
communicators, we need to provide tools to better support them in this 
communicative process, ultimately via the user interface. One way to accomplish this 
is by investigating communication problems users experience when interacting with 
an application. These problems may be expressed by their frequent doubts and needs 
for instructions and information, i.e. help content. In the literature about help systems, 
we find that users would like to receive answers to their most frequent doubts, as 
summarized in Table 1 [1,28]. 

Table 1. Taxonomy of users’ frequent doubts. 

Types of Questions Sample Questions 
Informative What kinds of things can I do with this program? 
Descriptive What is this? What does this do? 
Procedural How do I do this? 
Interpretive What is happening now? Why did it happen? What does this mean? 
Navigational Where am I? Where have I come from? Where can I go to? 
Choice What can I do now? 
Guidance What should I do now? 
History What have I done? 
Motivational Why should I use this program? How will I benefit from using it? 
Investigative What else should I know? Did I miss anything? 

 
We propose that the questions related to the users’ most frequent doubts be explicitly 
addressed throughout the various design stages, starting from requirements elicitation 
(and the construction of the LEL). Our ultimate goal is to provide designers with a 
comprehensive understanding of the domain and of the effects of their design 
decisions on the final product (i.e. the user interface), as viewed from a user’s point-
of-view. By using these potential user questions, we help designers to reflect while 
they make important design decisions, engaging in reflection-in-action [27]. At the 
same time, we would want to encourage the representation of these design decisions, 
thus building the design rationale of the envisaged application. 

From the users’ point-of-view, we make use of communicability and help 
utterances that allow users to better express their doubts during interaction [29] (Table 
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2). By anticipating users’ doubts during design, the team members will be better 
equipped to deal with the users’ communicative needs, either by designing 
applications that avoid interaction breakdowns altogether, or by giving users better 
chances for circumventing them [31]. 

Table 2. Communication-oriented utterances related to users’ doubts during interaction 
breakdowns. 

Original Communicability Utterances (Additional) Help Utterances 
What’s this? 
What now? (What can I do? What should I do? 
Where can I go?) 
What happened? 
Why doesn’t it (work)? 
Oops! 
Where is it? 
Where am I? 
I can’t do it. 

How do I do this? (Is there another way to do 
this?) 
What is this for? (Why should I do this?) 
Whom/What does this affect?  
On whom/what does this depend? 
Who can do this? 
Where was I? 
 

 

An answer to the “What’s this?” communicability utterance can be easily found in the 
notion part of each LEL term. For other utterances, however, the answers are not so 
straightforward, and depend highly on how meaning is described as an impact in LEL. 
In the next section, we describe how LEL definitions may include key elements 
needed in our design approach. 

5 Enhancing LEL to provide a communicative artifact for design 
team members 

In the previous sections, we have argued for the importance of providing a common 
vocabulary to promote the stakeholders’ shared understanding of the domain using the 
LEL, and how relevant design decisions should be addressed and represented from a 
communication-oriented standpoint while building the design models. In this section, 
we explore how these two approaches may be coupled, i.e., how the answers to 
important design decisions can be recorded as part of the LEL, making it easier to 
take advantage of them in later design and specification stages. 

Taking into consideration the communication-oriented concerns described in the 
previous section, we propose to enhance the LEL to incorporate the various 
communicative dimensions related to each concept or relationship. By doing so, we 
aim not only to create consensus among team members, but also to provide solid 
grounds for engineering the user interface sign systems that will minimize the effects 
of interaction breakdowns.  

To show how our approach can be put to practical use, we briefly describe a case 
study we’ve developed: a system for managing conference submissions and reviews. 
Before building LEL, we felt the need for some guidance in identifying the first 
relevant signs. Inspired by traditional HCI work, we decided to start by building 
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scenarios describing some of the users’ roles, goals and tasks (Fig. 3). From the users’ 
roles, we identified candidate roles (subjects in LEL), and from the goals and tasks we 
extracted a first set of verbs and objects. 

 

Scenario 1. PC chair assigns submissions to reviewers. The deadline for the 
ABC 2004 conference has arrived, and Mark, the PC chair, needs now to 
start the reviewing process. First he assigns the submissions to the reviewers, 
based on the maximum number of submissions each reviewer has 
determined, as well as on the expertise level of each reviewer with respect to 
theconference topics. He would like to have at least 3 reviews of each 
submission. To avoid having problems of fewer reviews, he decides to assign 
each submission to at least 4 reviewers. […] One month later, Mark receives 
the reviews and must now decide upon the acceptance or rejection of each 
submission. Since there are a few borderline submissions, whose grades do 
not make clear whether it should be accepted or rejected, he decides to 
examine the distribution of submissions per conference topic. In doing so, he 
decides, from among submissions with similar ratings, those that will ensure 
some diversity in the conference program. However, this is not enough to 
decide about the acceptance of all submissions, and thus he assigns the 
remaining cases to additional reviewers, asking them for a quick response. 

Scenario 2. Reviewer judges submissions. John, an HCI expert, accepts 
Mark invitation to become a reviewer for ABC 2004. He tells Mark that he 
will only be able to review 3 submissions, though. To help Mark with the 
submissions assignment, he chooses from among the conference topics those 
he wishes to review, i.e., in which he is an expert and interested. […] He 
receives 4 submissions (one more than he’d asked for), but decides to review 
them all. He carefully reads every submission, and grades them according to 
the form Mark gave him, with the criteria of: originality, relevance to ABC 
2004, technical quality, and readability. For the submissions that he judged 
acceptable, he makes some comments that he thinks will help authors to 
prepare the final version. For the submission he thinks must be rejected, his 
comments suggest improvements in the work itself, for future submissions. 

Fig. 3. Sample scenarios, describing user roles, the corresponding goals and tasks, and 
highlighting the candidate LEL signs in boldface. 

By coupling LEL’s basic elements — object, subject, verb and state— with 
communicability utterances, we allow design team members to thoroughly represent 
and understand the domain concepts from a user’s point-of-view. At later design 
stages, designers may also use it to reflect on how the application should support 
users’ tasks in this domain [27]. For each pair <element, utterance>, we suggest the 
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identification of key elements that are needed to respond to the corresponding 
utterance. These questions work with LEL in a way analogous to the systematic 
questioning of scenarios proposed in [7]. Tha major difference is that the questions 
we use are grounded on users’ most frequent doubts. 

In the following, we relate the possible kinds of answers to each pair 
<element,utterance>, as well as the elements designers should try to include in their 
phrasing in order to provide such answers (Tables 3 to 6). 

Table 3. Communicative utterances and suggested content for the description of LEL subjects. 

subject elements included in the sign meaning comm. utterances 

basic notion 13. what goals the subject {may | must | must not} 
achieve; 

What’s this? 

What’s this for? 

 

14. which goal(s), task(s) and action(s) are 
available; 

15. what task sequences (are assumed that) the 
subject will prefer for each goal 

How do I do this? 

Why should I do this?  

What now? (What can 
I do?) 

impact 

16. breakdowns that hinder the performance of an 
action or task, or the achievement of a goal 

What happened? 
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Table 4. Communicative utterances and suggested content for the description of LEL objects. 

object elements included in the sign meaning comm. utterances 

basic notion 17. object type, with respect to a 
generalization/specialization hierarchy of object-
signs; 

18. object composition, with respect to a partonomy of 
object-signs and a set of attribute-signs 

What’s this? 

 

19. which goal(s) {produce | destroy | modify | require 
} the object; 

20. which task(s) or action(s) 
{produce | destroy | modify | require } the object, 
and why (associated with which goal) 

What’s this for? 

impact 

21. which subject(s) {may | must | must not} { 
create | destroy | modify | view } the object 

Who can do this? 

Table 5. Communicative utterances and suggested content for the description of LEL verbs. 

verb elements included in the sign meaning comm. utterances 

basic notion 22. subtasks or subordinate atomic actions; 

23. what objects are 
{produced | destroyed | modified | required} 

What’s this? 
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24. subjects who {may | must | must not} achieve the 
goal; 

25. subjects who {may | must | must not} perform the 
action or task  

Who can do this? 

(I can’t do it.) 

26. associated user goal(s); 

27. reasons for choosing this task or action over 
another that achieves the same goal(s) 

What’s this for? 

Why should I do this?  

28. task or action sequences available for achieving 
the goal 

How do I do this?  

Is there another way 
to do this? 

29. possible outcomes of the action; 

30. for outcomes that may represent a breakdown, 
actions for circumventing it 

What happened? 

impact 

31. subjects affected by the achievement of the goal 
or performance of the task or action; 

32. the possible resulting status of the objects after 
the goal, task or action 

Whom/What does this 
affect? 
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33. preconditions for performing the action or task, or 
for achieving the goal; 

34. subjects that restrict the achievement of the goal 
or performance of the task or action; 

35. the necessary status of the objects before the 
goal, task or action 

On whom/what does 
this depend? (I can’t 
do it.) 

36. task sequence(s) necessary to reverse the action Oops! 

Table 6. Communicative utterances and suggested content for the description of LEL status. 

status elements included in the sign meaning comm. utterances 

basic notion 37. objects or subjects to which this status 
corresponds 

What’s this? 

38. tasks or actions that change this status What’s this for? 

39. how this status can be reached (through which 
task(s) or action(s)) 

How do I do this? 

impact 

40. explanation on how the current state was (or 
may have been) reached; 

41. corrective measures to allow the user to reverse 
the effects of the task or action 

Oops! 
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42. how to change the status to achieve a goal; 

43. for status that may represent a breakdown, 
suggested actions for circumventing it 

What now?  

(I can’t do it) 

44. how the status was reached What happened?  

Where was I? 

 
In these tables, we have extended the LEL to include some of the communication-
oriented utterances, but we have maintained the independence of the technological 
solution. To answer the remaining utterances (Where is it?, Where am I?, Where was 
I?, and Why doesn’t it?), it is necessary to provide more detail with respect to the 
interactive solution. The level of detail represented in LEL, in our view, should reflect 
the design decisions that have been made at each design stage. 

While modeling the tasks or designing the interaction, it should be possible to 
answer the following questions (Table 7): 

Table 7. Descriptions of LEL elements to be completed during interaction design. 

Subject 

LEL elements included in the sign meaning comm. utterances 

45. at each interaction step, the current “position” 
relative to a goal 

Where am I? impact 

46. at each interaction step, the previous step; 

47. how to go back to the previous step 

Where was I? 

 
At a later stage, while designing the user interface, it should be possible to answer the 
following questions: 
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Table 8. Descriptions of LEL elements to be completed during user interface design. 

Object 

LEL elements included in the sign meaning comm. utterances 

impact 48. widget that corresponds to the object; 

49. location of the widget at the user interface 

Where is it? 

Verb 

LEL elements included in the sign meaning comm. utterances 

impact 50. the kind of feedback issued after triggering the 
action;  

51. the associated goal(s) to detect mismatches 
between users’ goals and user interface 
elements 

Why doesn’t it? 

 
Many of the responses associated to the pairs <element, utterance> are interrelated. 
The hypertextual nature of LEL makes it easier for team members to traverse from 
one concept to related questions in another concept, using the utterances as a 
navigation aid [18]. This mechanism is analogous to the layering technique used in 
the minimalist approach [12] and to the help access mechanisms proposed in [29,30]. 

Table 9 presents a sample of the enriched LEL for the conference management 
system described in the aforementioned scenarios. 
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Table 9. Sample of the enriched LEL for the conference management system10. 

Object:  Submission 

LEL elements included in the sign meaning comm. utterances 

basic notion 52. A document describing a research work that is 
submitted by an author to be considered for 
publication in the conference. 

53. Is reviewed with respect to quality. 

54. May be accepted or rejected. 

What’s this? 

impact 

55. PC chair must assign submissions to adequate 
reviewers. 

56. PC chair must decide about acceptance of 
borderline submissions, either by assigning 
submissions to additional reviewers or by 
checking for diversity of submissions with 
respect to conference topics. 

57. Reviewer tells PC chair how many submissions 
he’d be willing to review, so that he doesn’t 
receive too many submissions. 

58. Reviewer grades submissions to review. 

59. PC chair ranks submissions according to 
reviews. 

What’s this for?  

Who can do this? 

 

 

                                                           
10 For reasons of clarity, these tables do not show the hypertext links. As in the original LEL, if 

any LEL sign A is found in the meaning of the current sign B, A would be marked as 
hypertext link to the LEL definition of A. 
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Subject: Reviewer 

LEL elements included in the sign meaning comm. utterances 

basic notion 60. Expert in some of the conference topics. 

61. Responsible for reviewing submissions. 

What’s this? 

What’s this for? 

 

62. May set number of desired submissions to 
review. 

63. May define expertise and expectations with 
respect to keywords/topics, to review only 
submission for which you are an expert. 

64. Must grades and comment submissions 
according to their quality. 

What can I do? 

impact 

65. May need to decline an assignment due to 
conflict of interest or lack of knowledge. 

What happened? 
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Verb : Review (submission) 11 

LEL elements included in the sign meaning comm. utterances 

basic notion 66. To evaluate the quality of the submission. 

67. To comment on the content of the submission 
to guide authors in preparing the final version, if the 
submission is acceptable, or a future submission, if 
it is unacceptable. 

What’s this? 

What’s this for? 

68. Reviewers must review the submissions 
assigned to him. 

69. Own authors and interested parties must not 
review the submission. 

70. Non-experts should not review the submission. 

71. No one may review a submission not assigned 
to him. 

Who can do this? 

(I can’t do it.) 

72. To help the PC chair in deciding on the 
acceptance or rejection of submissions. 

What’s this for? 

Why should I do this?  

impact 

73. There must be grades to the following criteria: 
originality, relevance to conference, technical 
quality, and readability. 

How do I do this?  

Is there another way to 
do this? 

                                                           
11 A verb in LEL typically corresponds to a goal, task or action, but we define it in terms of the 

objects it manipulates. 



302      Simone Diniz Junqueira Barbosa et. al. 

74. The PC chair decisions about acceptance or 
rejection depend on the reviews. 

75. A review may be completed and sent in time, or 
may be late or missing. 

Whom/What does this 
affect? 

 

76. The PC chair is responsible for assigning 
submissions for reviewers to review. 

On whom/what does 
this depend? (I can’t do 
it.) 

77. If the reviewer makes a mistake in the review, 
he needs to be able to modify or destroy it. 

Oops! 

 
By exploring the answers to the questions related to each LEL element from the 
users’ standpoint, designers not only move towards achieving a shared understanding 
of the domain and how the application should support the users, but also are able to 
envisage the consequences of their design decision with respect to the user’s future 
interactive exchanges with the application. Also, by doing so designers are developing 
a large portion of the help content for the final product pari passu the design decisions 
[30]. We believe this may facilitate not only the application evolution, but also the 
generation of user interfaces for multiple platforms and devices. 

From the responses to the communication-oriented questions, designers may then 
proceed to modeling the application. Fig. 4 illustrates a possible schema for modeling 
the designers’ concerns [29] as related to the communication-oriented questions. 
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Interaction
model

Interface
specification

Domain model

Application
model

User
model

Task
model

Domain

Application

Task

Agent Action

Interface
Element

acts in
uses

performs

affects

acts upon

supports

operated by

composed of composed of

domain: What is the application domain?
description: What is the nature of work in this domain? application: What is the application (technology x domain)?

utility: What can one do with this application?
advantages: What are its advantages over other apps?
platform: Which computational environment is assumed?
analogy: Is there a basic HCI analogy?

description: What does the task mean?
revocation: How can the effects of the
task be reversed (undone)?
motivation: Why should users do this?
influence: Who is affected by this task?

role: What are the roles?
actors: Who are the actors in each role?
knowledge: What do users need to know?

context: Where am I? Where can I go? Where
did I come from? What happened?
next step: What should/can I  do after the task?

form: How does it look?
behavior: How do I use it?
location: Where is it?  

Fig. 4. Schema for representing information in model-based design of human-computer 
interaction. 

From a first version of this schema, HCI designers may then proceed into detailed 
interaction modeling [2,3] and storyboarding, whereas software designers have 
resources to specify the system’s functional aspects. 

6 Concluding Remarks 

In this paper, we have described a communication-oriented design approach that 
brings together a technique for eliciting requirements and a design method driven by 
users’ frequent doubts. Our goal was twofold: to create a shared understanding of the 
domain and how the application should support users in that domain, and to provide 
resources (and possible the underlying design rationale) for designing the interaction 
and engineering the user interface signs. 

We illustrated the proposed approach by briefly describing some aspects of a case 
study system for conference submission and reviewing. During the case study, we 
noticed at least two important benefits of the proposed approach. First, the 
communication-oriented utterances, coupled with the elements to be included in the 
sign meaning (described in the tables at the previous section), helped designers 
inspect LEL, uncovering additional signs and refining previously-defined meanings of 
existing signs. Second, by explicitly representing the communicative concerns 
associated with each domain concept, design team members succeeded in forming a 
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comprehensive vision of the domain and the application, and could thus envisage 
alternative technological solutions at the users’ workplace. The case study described 
in this paper is still underway, and we plan to evaluate the communicability of the 
resulting application, and also a usability inspection to compare it with an existing 
application of a similar kind. 

To gather stronger evidence about the advantages of this approach, we are 
currently developing multiple case studies, in the following domains: web content 
publication and location-based instant messaging in mobile devices. One of the issues 
we want to explore is whether the LEL structure or its classification should be 
changed to better accommodate the communicative concerns and the evolution of 
each concept’s definition during different design stages, to capture the underlying 
design rationale and to provide different levels of focus and detail to address the 
relevant design concerns at each moment. The reason for investigating whether LEL 
structure should be changed is that, in our case study, at times we were tempted to 
structure LEL’s descriptions according to users’ goals and tasks, as in common HCI 
practice. Also, we felt that some elements do not fit well into LEL’s classification, 
such as “expertise” or “submission deadline”. We intend to analyze in the future 
whether modifiers and constraints should also receive a first-class status in LEL and 
thus be considered relevant signs with their own set of communication-oriented 
questions. For now, we have treated them as generic signs, for which the only 
associated question is “What’s this?”. 

As future work, we intend to elaborate a set of guidelines for deriving 
communication-oriented interaction models [2] and for engineering user interface 
signs [9] from the enhanced LEL. In addition, we want to investigate the benefits of 
adopting the approach described in this paper in the design of an adaptive system, by 
deriving formal ontologies and explicitly incorporating to these systems the users’ 
beliefs, goals, and plans. 
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Discussion 

[Fabio Paternò] There is a tool that takes scenario and associates with objects and 
with tasks. Do you think that your method can be supported by a tool able to derive 
more structured information?  

[Simone D.J. Barbosa] The current approach is merely oriented for a 
designer analysis. We are not thinking about tool support. 

 
[Philippe Palanque] Where does your taxonomy, presented at the beginning of the 
talk, comes from?  

[Simone D.J. Barbosa] This comes from work on help systems  
 

[Philippe Palanque] So it does not come from a semiotic engineering analysis?  
[Simone D.J. Barbosa] No, but Semiotic Engineering would be useful to 
build this kind of taxonomy  
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[Ann Blandford] You said there is no such thing as a typical user. How do you deal 
with the usability across users?  

[Simone D.J. Barbosa] What we are reasoning about is what is expected of users 
and how those expectations are communicated to them. 
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Abstract. This work is aimed at the specification of usable adaptive user 
interfaces. A model-based method is used, which have been proved useful to 
address this task. The specification created is described in terms of abstract 
interaction objects, which are translated into concrete interaction objects for 
each particular platform. An adaptive engine is also proposed to improve the 
usability at runtime by means of a multi-agent system. 

A seamless process for adaptation development 

Currently different interaction paradigms are emerging due to several factors, such as 
ubiquitous access to information, the consideration of different user expertise levels, 
accessibility criteria or the wide range of interaction devices with specific capabilities 
(screen size, memory size, computing power, etc). In this paper a method is 
introduced for the specification of user interfaces of highly interactive systems with 
the capability of self-adapting to the changes in the context-of-use. 

To fill the gap between model-based user interface development approaches and 
adaptive user interface frameworks, we propose enriching the usual model-based user 
interface development, to include, in a seamless manner, the development of the 
adaptation facilities required for adaptive user interfaces development. We propose a 
method for the development of adaptive user interfaces called AL-BASIT (Adaptive 
Model-Based User Interface Method), which extends usual model-based user 
interface development methods to support the development of adaptive user interfaces 
in a seamless way. Our proposal starts with requirements analysis to identify the tasks 
that will drive the design. Also user, physical environment and platform 
characteristics are collected to complete requirements analysis. In requirements 
analysis, use cases are used to identify the tasks and to establish a comprehensible 
channel of communication with the user, using an artefact understandable by the user 
and the designer. This stage is completed gathering the required data from the 
potential context-of-use for the application (user, platform and environment models). 
Analysis stage in aimed at the transformation of the requirements into a specification 
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easier to handle, and usually in a more compact format. It also brings requirements 
analysis data closer to designer language. In our approach, we are using UML class 
diagrams to describe the domain model. To support human role multiplicity, we 
match each possible role a user can assume when using the user interface with the 
tasks they can perform. After analysis stage, design phase take place using the 
proposed tool. The design is based on the description of the identified tasks and their 
relationships with the domain elements they make use of. The task model is enriched 
describing the events to change from one task/action to another with the canonical 
abstract user interface tools [1]. From this data, an abstract user interface is generated 
which is independent of both modality and platform. Then, a translation is made to a 
concrete user interface (CUI) expressed in USIXML (http://www.usixml.org) user 
interface description language. The coordination between the CUI elements, the 
application functional core and the final running code is performed by means of 
connectors, as described in [2][3] This specification is adapted at runtime using a 
transformational approach. The adaptation engine reasons about the possible 
adaptation and preserves different usability properties according to the usability trade-
off specified in terms of I* specification technique [4]. 

Conclusions 

In this paper we have introduced a method for the development of adaptive user 
interfaces. It improves the usability of the system by adapting the user interface to the 
context-of-use at runtime. Thus, the user interface is adapted according to the changes 
in the context-of-use. For the design of adaptation engine, a multi-agent system is 
used. The goals of the agents in the multi-agent system are guided by the adaptation     
trade-off specified by the designer at design time using a goal-driven requirements 
notation: I*. 
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Discussion 

[Fabio Paternò] How do you specify the adaptive behavior of your system?  
[Victor Lopez-Jaquero] We use agents that exploit the specified rules 
selecting the more appropriate rules according to the current context of use. 
These agents include in their decision-making mechanism the XML 
specification of the UI.  

 
[Willem-Paul Brinkman] You mention that you want to conduct user tests to evaluate 
your ideas. How do you envision you will do that?  

[Victor Lopez-Jaquero] Conducting a series of small experiments to study 
each individual issue separately.  

 
[Willem-Paul Brinkman] This can become a very extensive task. Would you consider 
a case study instead?  

[Victor Lopez-Jaquero] We are considering a case study, of course, but you 
can just validate a small set of issues at a time, because otherwise, 
interdependecies can make evaluating the result an imposible task.  

 
[Philippe Palanque] On one of your slides you said that you augmented CTT. Could 
you please tell us more about this augmentation?  

[Victor Lopez-Jaquero] We mainly added (canonical) actions to the transitions 
between the tasks in the task model to allow the specification of the dialogue. 
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Abstract. Pervasive computing systems are interactive systems in the large, 
whose behaviour must adapt to the user's changing tasks and environment using 
different interface modalities and devices. Since the system adapts to its 
changing environment, it is vital that there are close links between the structure 
of the environment and the corresponding structured behavioural changes. We 
conjecture that predictability in pervasive computing arises from having a close, 
structured and easily-grasped relationship between the context and the 
behavioural change that context engenders. In current systems this relationship 
is not explicitly articulated but instead exists implicitly in the system's reaction 
to events. Our aim is to capture the relationship in a way that can be used to 
both analyse pervasive computing systems and aid their design. Moreover, 
some applications will have a wide range of behaviours; others will vary less, or 
more subtly. The point is not so much what a system does as how what it does 
varies with context. In this paper we address the principles and semantics that 
underpin truly pervasive systems.  

1 Introduction  

Pervasive computing involves building interactive systems that react to a wide variety 
of non-standard user cues. Unlike a traditional system whose behaviour may be 
proved correct in an environmentally-neutral state space, a pervasive system's 
behaviour is intended to change along with its environments. Examples include 
location-based services, business workflows and healthcare support, gaming, and 
composite access control policies.  

Building pervasive computing systems currently revolves around one of two 
paradigms: (a) event-handling systems, where behaviour is specified in terms of 
reactions to events; and (b) model-based systems, in which rules are applied over a 
shared context model. The former leads to fragmented application logic which is 
difficult to reason about (in the formal and informal senses); the latter leaves a large 
number of rules whose interactions must be analysed, a situation known to be quite 
fragile. In addition, the majority of these approaches are premised on snapshot views 
of the environmental state.  
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A truly pervasive system requires the ability to reason about behaviours beyond 
their construction, both individually and in composition with other behaviours. This is 
rendered almost impossible when a system's reaction to context is articulated only as 
code, is scattered across the entire application, and presents largely arbitrary 
functional changes.  

From a user perspective the design of pervasive computing systems is almost 
completely about interaction design. It is vitally important that users can (in the 
forward direction) predict when and how pervasive systems will adapt, and (in the 
reverse direction) can perceive why a particular adaptation has occurred. The 
hypothesis for our current work is that predictability in pervasive computing arises 
from having a close, structured and easily-grasped relationship between the 
context and the behavioural change that context engenders. In current systems 
this relationship is not explicitly articulated but instead exists implicitly in the 
system's reaction to events. Our aim is to capture the relationship in a way that can be 
used to both analyse pervasive computing systems and aid their design.  

In this paper we describe our rationale for taking a more principled approach to the 
design of context-aware pervasive computing systems and outline a system that 
encourages such an approach, focusing on its impact on interaction. Section 2 
presents a brief overview of pervasive computing, focusing on the difficulties in 
composing applications predictably. Section 3 explores pervasive computing from 
first principles to articulate the underlying motivations and factors influencing system 
behaviour. Section 4 describes a more principled design approach base on these 
factors and how they impact the interface functionality of systems, while section 5 
concludes with some open questions for the future.  

2 Pervasive computing  

Pervasive computing can broadly be defined as calm technology that delivers the 
correct service to the correct user, at the correct place and time, and in the correct 
format for the environment[1]. Context, viewed alongside this definition, is all the 
information necessary to make a useful decision in the face of real-world complexity. 
More specifically, context is central to the development of several related trends in 
computing: the increasing pervasiveness of computational devices in the environment, 
the mobility of users, the connectivity of mobile users' portable devices and the 
availability to applications of relevant information about the situation of use, 
especially that based on data from physical sensors.  

2.1 Context  

Historically, the use of context grew from roots in linguistics [2]. The term was first 
extended from implying inference from surrounding text to mean a framework for 
communication based on shared experience [3]. The importance of a symbolic 
structure for understanding was embraced in other fields such as [4,5,6] and 
subsequently developed from a purely syntactic or symbolic basis to incorporate 
elements of action, interaction and perception.  
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[7] divides context into two broad classes: primary context is derived directly from 
sensors or information sources, while secondary context is inferred in some sense 
from the primary context. A typical example is when GPS co-ordinates (primary 
context) are converted into a named space (secondary context) through a look-up 
process (inference).  

More recently, in the setting of pervasive computing, context awareness was at 
first defined by example, with an emphasis on location, identity and spatial 
relationships [8,9]. This has since been elaborated to incorporate more general 
elements of the environment or situation. Such definitions are, however, difficult to 
apply operationally and modern definitions [10] generalize the term to cover “any 
information that can be used to characterize situation”. Current work in the field 
addresses issues including:  

x developing new technologies and infrastructure elements, such as sensors, 
middleware, communication infrastructures to support the capture, storage, 
management and use of context.  

x increasing our understanding of form, structure and representation of context;  
x increasing our understanding of the societal impact of these new technologies and 

approaches and directing their application;  

A more detailed retrospective of the academic history of context can be found in 
[10,11].  

For this paper we conjecture that as we move away from the define by example 
notions of context there is an increasing demand to establish the foundational models 
for context. For pervasive computing systems there remains two fundamental 
problems. Firstly, the centrality of context to the progress in the field of pervasive 
computing demands new views on the theoretical underpinnings of context. For 
example there is no widely accepted operational theory or formal definition of 
context. There is also an immediate problem of providing to application developers 
ways in which they can describe the context needs of their applications in manner that 
is orthogonal to the application or business logic of the application. The programming 
primitives, frameworks, and tools are still in their infancy.  

3 The semantics of a context-aware system  

3.1 What is context?  

By context we mean the environment in which an application is executing. This 
might include the identity of a user, their location, the locations of other users, the 
device they are using, the information, task workflows they are involved in, their 
goals, strategies and so forth.  

The intention of making a system context-aware is to allow the detailed behaviour 
of the application to adapt to context while keeping the overall behaviour constant: a 
messaging application always delivers messages, but may deliver messages 
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differently in different contexts. Interface modality [12] may not be purely a device 
issue: a system might adapt its mode of interaction on the same device for different 
circumstances (such as going from vision to voice on a handheld), or might choose to 
switch devices while maintaining the same interaction style (such as making use of a 
wall screens instead of a PDA for form input).  

Context is not monolithic: a given context may be composed of a number of 
different facets. Moreover the facets available may change between different 
executions of a context-aware application, for example when a new location system is 
installed. This implies that context-aware systems have defaults for “missing” 
contextual parameters, and that there is some mechanism for making new parameters 
“useful” to a wide range of applications. We do not, for example, want a context-
aware system to be tied to a particular kind of location system, but want the location 
systems available at run-time to be leveraged to their fullest extent. This is essential 
for incremental, open deployment.  

3.2 Behaviour  

As stated above, the gross behaviour of an application should remain the same - 
sorting algorithms remain sorting algorithms in whatever context they execute. 
However, the detailed behaviour may change with context - the sorting criteria, for 
example - and it is this detail, and the way behaviour varies, that we are seeking to 
capture when talking about the semantics of context-aware systems.  

One way to view this is as follows. Behaviour can be captured as a function from 
inputs to outputs, with some of the inputs being captured during execution. Context 
provides additional inputs describing the environment in which the function is being 
evaluated. Two invocations of the same function with the same (external) inputs may 
result in different behaviours because of changes in context.  

We can therefore regard contextual variation as changing the contextual inputs to 
an underlying “ordinary” function. In what follows, when we refer to “behaviour” and 
“behavioural change'”we mean this change in parameterisation rather than an explicit 
change in (the code of) the function being provided. (There is no loss of generality 
here as the parameter might encode a function description being passed to a universal 
evaluator.) From an implementation perspective this makes explicit the context on 
which the function's detailed behaviour depends.  

3.3 Design  

While much of the research on pervasive computing has its roots in the programming 
language and distributed systems communities, the chief design task is clearly one of 
interfacing - creating systems that are usable as part of a larger real-world activity. 
Moreover, the design task is both multimodal and dynamic.  

Some pervasive computing systems will be unimodal, using a single device and 
interaction structure. However it is widely accepted that many will be multimodal, 
utilising a range of different devices across the lifetime of the interaction. This 
includes multiple users with different constraints.  
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If we consider the ability to deploy context-aware applications into a shared space, 
we must also deal with the interactions between these applications. This may involve 
negative aspects such as sharing device capabilities between applications, prioritising 
different (and possibly conflicting) decisions. However, there are also significant 
potentially positive aspects including the case where one application provides context 
for another that might not otherwise have been obtainable.  

3.4 Behaviour variation  

Some applications will have a wide range of behaviours; others will vary less, or more 
subtly. The point is not so much what a system does as how what it does varies with 
context.  

Much of computer science has been devoted to the notion of correctness - that is, 
to ensuring that a system has a single behaviour, and that this is the behaviour the user 
wants. Context-aware systems attack the underlying assumption of a single behaviour 
that can be articulated, replacing it with the view that behaviour should change in 
different circumstances.  

Arbitrary behavioural changes would be incomprehensible to users, and would 
make systems completely unusable. However, single behaviour is equally unattractive 
in that it prevents a system adapting to context. There is therefore a spectrum in the 
behavioural variation we are willing to accept (figure 1). In building a pervasive 
computing system we are looking for the “sweet spot” between adaptability and 
comprehensibility. However, this still leaves the issue of deciding how behaviour 
should change and when changes should occur.  

 

Fig. 1. The spectrum of behavioural variation. 

An adaptive system adapts to something, and presumably adaptation happens when 
that something changes. Actually this turns out to be a little simplistic - adaptation 
may happen before or after a change - but the principle is valid. Since we are 
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discussing context-aware systems, we can reasonably expect a system to adapt to 
changes in its context.  

However, not all changes in context are significant or simple. A location-based 
service's behaviour will not typically be different at every different location, so not all 
location cues cause changes. Similarly location may not in itself be enough to define 
the system's behaviour without contributions from other aspects of context.  

3.5 Describing the semantics  

We might regard context as having a “shape” over which the system operates. The 
shape is multidimensional, defined by the various contextual parameters. The shape 
will also have identifiable “significant” points or areas that will have meaning to the 
user of the application, being perceived either as points where behaviour could (or 
should) change, or as areas in which behaviour could (or should) remain the same.  

Not only do the significant points in the context define when behaviour can change, 
for a given application they will in many cases essentially define what new behaviour 
will be selected. To take a concrete example of a service providing tourist 
information, we expect the information being served both to change as we move and 
to remain relevant to the location we are in. The interface's adaptive behaviour of the 
system must therefore be closely related to the external world if that adaptation is to 
be intuitive.  

This leads to our defining observation about developing a semantics for context-
aware pervasive computing: in order for a pervasive computing system to be 
predictable to users, the relationship between context and behaviour must be two-
way and (largely) symmetric. An application's behavioural variation should emerge 
“naturally” from the context that causes it to adapt, and that variation mandates that 
certain structures be visible in the model of context being used. It might only adapt to 
large-grained changes, placing it at the static end of figure 1; alternatively it may 
adapt to fine-grained changes, placing it at the dynamic end. The point is that the 
application's position in the spectrum is not selected a priori but emerges naturally 
from the shape of its context. If a context has a fine-grained structure it will support a 
highly adaptable application; conversely a highly adaptive application needs fine-
grained context.  

An application, in this view, consists of four elements:  

1. A baseline behaviour parameterised by a context  
2. The context space with its significant points and shapes defined  
3. The behavioural space with its own structures  
4. A mapping matching changes in context to corresponding changes in behaviour  

The first element is a standard program with adaptation hooks, and perhaps significant 
control structures for concurrency control and consistency maintenance. The third 
element describes the parameters used to control the program's adaptation. The 
second element describes the context expected by the application and the points at 
which this context forces or precludes adaptation. The fourth element describes the 
way in which the context adapts the program, matching significant changes in context 
to changes in behaviour.  
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The issue of correctness reappears in another guise: instead of ensuring that a 
single behaviour is implemented correctly (and that the correct behaviour is 
implemented), we now need also to ensure that the behaviour varies correctly. The 
problem is not as bad as it might appear, however: if the underlying function is 
correct then the behaviour will be correct in some sense for each possible contextual 
parameter. The issue is one of the appropriateness of selecting a detailed behaviour in 
particular circumstances.  

3.6 Towards more principled design  

Making a function context-dependent essentially adds extra parameters to its 
definition. However, adding extra parameters in principle allows these additional 
degrees of freedom to affect the function's behaviour in arbitrary ways - a situation 
that is probably more general than is consistent with predictable variation. The 
challenge, then, is to provide additional parameters in such a way that their impact on 
the function's behaviour is constrained to be predictable, and follows (in some sense) 
the structure of the context.  

 

 
(a) Location-dependent behaviour 

    

(b) Adding role   (c) Different roles in the same location 
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Fig. 2. Context dependence as parameter selection. 

The essence of this problem is shown in figure 2. Figure 2(a) shows a function 
whose behaviour (the lower circles) depends on the location in which it is executed 
(the plane). Different regions of the plane map to the same behaviour, so the function 
observed by the user will be the same as they move within this region. Change in 
behaviour will only be observed when they move between regions.  

Adding a extra contextual parameter, such as the person's role, adds another 
dimension to the behavioural space12. The behaviour may not vary in some locations 
for a change in role (figure 2(b)); alternatively there may be a change for some roles 
in some locations (figure 2(c)).  
We claimed above that behaviour should only change “on cue” from context. This 
suggests that the change in role needs to be clear in the interface.  

From a design perspective, it would also be attractive for the changed behaviour to 
depend structurally on the role and location: rather than making the change arbitrary, 
it should emerge naturally from the parameter space. This has three major advantages:  

1. It simplifies the development of the adaptive controls by placing all adaptation 
functions in a single sub-system  

2. It simplifies the development of the adaptive components by making the parameter 
space clearly defined and explicitly articulated  

3. It provides a “closed form” of the system's context-aware behaviour for analysis  

4 A mathematical model of principled design  

The discussion above leads us to consider a model in which primary context 
conditions and constrains secondary context and behaviour. Formalising this notion 
leads to a semantics of context-aware systems.  

We have adopted category theory as our semantic framework, for three reasons:  

1. it is naturally extensible, so we can deal with an extensible collection of contextual 
parameters;  

2. many of the well-known categorical structures suggest, at least intuitively, that 
they may be useful in structuring context awareness; and  

3. our eventual goal is to develop programming abstractions for pervasive computing 
systems, and category theory's extensive use in language semantics may make this 
step easier.  

However, our presentation here requires no understanding of the detailed mathematics 
of category theory: we focus here on the structural features of the approach and how it 
impacts the design and analysis of interface functionality. We refer the interested 
reader to [13] for a fuller treatment.  

                                                           
12 Of course role is usually more complicated than this diagram suggests, but it will suffice for 

the purposes of illustration. 
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4.1 Modelling primary and secondary context  

A category is a generalisation of the familiar approach of sets and functions between 
them. A category consists of a collection of objects and arrows between them. The 
most familiar category is the category of sets whose objects are sets and whose arrows 
are total functions between them. The arrows are constrained to be compositional and 
associative, and each object has an identity arrow.  

 

Fig. 3. Pointed structure within an object. 

To each individual contextual parameter we assign an object in the category (e.g. a 
set) denoting the values the parameter can take. In a location system based on 
individual named spaces, for example, the “location” parameter would be represented 
by an object N whose points (elements in the case of a set) are the space names.  
In many cases the elements of a parameter are themselves structured. A typical 
example (which occurs repeatedly) is a parameter structured as a partial order, pointed 
set or lattice, where each element can be “included” in at most one other (figure 3). 
For named spaces there is an arrow from the parameter object to itself, taking each 
space to its containing space or to itself if it is a “top” space. By repeatedly applying 
this operation we can navigate from a space up its container hierarchy. In figure 3 this 
means that the inclusion morphism lt takes space c to space b, space b to space a, and 
spaces a and d to themselves (we have omitted these arrows for clarity).  

 

Fig. 4. Deriving secondary context. 

Named spaces are probably secondary context, derived from a lower-level location 
system such as GPS. GPS can be modelled as an object L of GPS co-ordinate pairs. 
An obvious contextual constraint is the mapping between a GPS location and the 
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named space containing it. We can represent this as an arrow map: L o N capturing 
the “map” (figure 4). It is important to realise that this is a semantic characterisation 
of what would implementationally be a lookup operation, the details which can be 
abstracted in the analysis.  

Figure 4 makes clear the structural relationship between the two parameters; A 
region of L maps to an element of N in such a way that elements of the containing 
region in L must map to an element of N containing the original element. map is 
constrained to reflect the structure of one object in another, and it is this 
correspondence that preserves meaning in the interface.  

4.2 Context as behaviour  

Current context-aware systems are not uniform, in the sense that much of a system's 
behaviour is conditioned by information not held in a single context model. For the 
purposes of analysis it is simpler to regard context in the wider sense as the sole 
arbiter of behaviour: the system is functional with respect to its context. (We regard 
this as a sound implementation strategy too.)  

The easiest way to accomplish this to include the “real” parameters to the external 
behaviour in the context. For a simple example, consider a wireless document system 
which delivers a set of documents depending on the user's location. The corpus of 
documents being managed can be represented as a contextual parameter (object) D 
whose elements are possible sub-sets of documents being served related by set 
inclusion.  

We may now define an arrow serve: N o D which selects the set of documents to 
be served by the document system in each location. Although this arrow does not 
define behaviour in the normal sense of describing exactly what will happen, it does 
describe how the parameter passed to that behaviour will vary. We may therefore to 
some extent treat D as a proxy for the behaviour of the system and study how this 
“behaviour” changes with context.  

4.3 Analysing the structure of behaviour  

Even in this simple model there are a number of questions we may ask of the system. 
Key to these is an understanding of the way in which different contexts select the 
same behaviour. Using figure 4 as an example, there are a number of points in L that 
map to the same element of N. This is captured by the categorical notion of a fibre: 
given an element a of N the fibre of map lying over a is the sub-object of L that maps 
to a under map. Similarly the fibres of serve above represent the spaces in which the 
system will serve the same set of documents.  

The significance of fibres is that they capture both those contexts in which the 
system will behave the same and the points at which that behaviour changes.  
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4.4 Compound context and behaviour  

One of the advantages of category theory is that it has several strong notions of 
composition that can be used to create complex concepts by construction. A good 
example of this is the use of products of context and behaviour.  

If C and D are contexts (objects) we can create a product context C u D whose 
elements are ordered pairs of elements from C and D respectively. Moreover there is 
an arrow between an element (i, x) and (j, y) if there is an arrow on C from i to j and 
an arrow on D from x to y.  

Such products represent the compound state of the system: If we take N and 
another context P of people's identities, the compound context P u N represents a 
person in a named space. We can use this product contexts to contextualise behaviour 
in the normal way, by specifying an arrow serve’: P u N o D defining how the 
documents available vary with identity and place. The risk here is that such behaviour 
will be arbitrary, in that there is no necessary relationship between the way behaviour 
changes with identity and the way behaviour changes with identity and location. In 
many cases we may wish to ensure that such a relationship is preserved.  

If we have arrows serveto: P o D and servein: N o D we can model this by 
constructing the arrow serve’ from the two more elementary arrows, in such a way 
that serve’ preserves some of their features. For example, we might constrain serve’ 
so that it always serves a set of documents that includes the set identified by serveto – 
location context may broaden the behaviour but always maintains the behaviour of 
serveto as a “core”. Conversely we might force serve’ to never serve a larger set of 
documents than permitted by serveto – the underlying arrow specifies the “extent” of 
the behaviour. A third possibility is that location “adds nothing” to the behaviour, 
when serve defines the same behaviour as serveto. Similar arguments apply to 
servein.  

These constructions allow us to potentially specify the constraints on complex 
behaviours in terms of simpler behaviours. This is important both for tackling the 
complexity of the system and ensuring its consistency. A user of serve’ that preserves 
serveto as a core, for example, will be able to form a mental model in which (a) they 
can rely on a certain minimum behaviour everywhere, and (b) their location may add 
significant new documents. This consistency is vital to the usability of the system, and 
can be made a direct consequence of its categorical model.  

Similar techniques can be used when contextualising a product context, where (for 
example) two behaviours B1 and B2 are combined to form a compound behaviour B1 u 
B2 that specifies two aspects of the system independently. Again, composition of 
underlying arrows can be used to constrain the way in which behaviour varies.  

4.5 Composition and conflict analysis  

Pervasive computing almost implies dynamic composition, in that we expect mobile 
systems to be carried around by users and to “discover” resources as they move. This 
brings positive and negative possibilities: new capabilities may become available very 
easily, but systems may interact in undesired ways. A major challenge for analysis is 
to detect such conflicts.  
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In certain simple cases we can both detect conflicts and identify “safe” zones when 
two systems are composed. Suppose we have two systems with the same context and 
behaviour, described by two arrows f,g : C o D: for the wireless document server 
these might be the public and private document servers. If we run both systems 
together, we may ask whether they will both serve the same document set for a given 
user and location. A categorical construction called an equaliser captures the sub-
object C’ of C in which f and g behave the same. If we can ensure that the system will 
remain in this region C’, the systems may be composed safely; if it strays outside then 
the two systems diverge. Another possibility is to force g (for example) to serve as a 
core or extent of f.  

In both cases the composition of systems is captured cleanly within the categorical 
model, and can be analysed using standard techniques. This may in turn lead to 
improved implementation techniques.  

4.6 Designing “graspable” systems  

Systems analysis, while important, is in many ways less interesting than systems 
design: we want to develop pervasive computing systems that are usable and 
predictable by design, using a model that both aids in this process and in the analysis 
of the results.  

The fibre structure of arrows provides a powerful technique for designing systems 
as well as analysing them. Suppose we want to design our wireless document server 
so that it serves a set d1 of documents in those places in the vicinity of a place n1, and 
another set d2 in the vicinity of n2. If we constructed this system from scratch we 
would need to ensure that it responded to location events in the correct manner - an 
arduous testing process.  

However, we can observe that the system behaves the same within a fibre - 
changes in context that remain within a fibre do not affect the behaviour. We need 
only ensure that all the places around n1 lie in the fibre of d1 to be convinced that the 
system will behave as required.  

From a user perspective, in order to be predictable a change in behaviour must be 
accompanied by a perceptible change in the context that “makes sense” for the 
application at hand. Changes in behaviour occur when context moves between fibres. 
If we ensure that these changes correspond to external contextual cues that will 
convey the need for behavioural change to the user, then the user will be able to 
develop an appropriate mental model of the way in which the behaviour changes in 
response to context. The cues in the outside world are reflected exactly in the fibre 
structure of the model.  

We claimed in section 4 that, in order for a pervasive computing system to be 
comprehensible, the relationship between context and behaviour needed to be largely 
symmetrical. It is this matching of fibre structure to external cues that captures this 
symmetry, either constructively (for design) or analytically (for analysis).  

Although the matching of cues to fibre transitions is application-dependent and 
generally external to the model, it is sometimes possible to capture the cues within the 
structure of the category. If, for example, we can identify the context points at which 
behaviour should change, we can often identify the “internal” points where it should 
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remain the same, corresponding to the fibre over the desired behaviour. These regions 
- sub-objects of the overall context - can have their behaviour described individually, 
with the “full” behaviour coming by composition in a way that will detect many 
conflicts automatically. This means that a user-centred design that identifies the 
adaptation points in the environment can be used directly to construct a mathematical 
description of the system being constructed, carrying usability concerns directly into 
the system model.  

5 Conclusion  

We have motivated using a more principled approach to the design and development 
of context-aware pervasive computing systems, and presented a formal approach that 
captures some of the essential driving forces in a natural and compositional way. We 
have shown how certain aspects of usability and predictability in the requirements for 
a pervasive computing system can be given a formal realisation within a system 
model suitable for use as a basis for analysis and design.  

Perhaps more than any other potentially mainstream technology, pervasive 
computing requires that we take an automated approach to system composition and 
variation - the alternative would constrain deployment to constellations of devices and 
information sources that could be described a priori. This in turn means that we need 
to be able to state very precisely the way in which system behaviour varies. This is the 
point at which our work diverges from that in the ambient calculus[14] or 
bigraphs[15] - two very prominent and influential formal treatments of mobile 
systems - in that we sacrifice the precise characterisation of system behaviour in 
favour of broad-brush analysis. We also do not privilege location, regarding it as just 
one of the possible contextual parameters to be studied.  

The obvious counter in this formulation is that the baseline behaviour needs to 
encapsulate all possible adaptations, which are then selected by context. While this is 
correct to an extent, we should differentiate between the abstract semantic model of a 
context-aware application and its concrete realisation. One would not necessarily pass 
context as a parameter to a function: it might be preferable to allow the function to 
access a shared context model, and provide some templated mechanism for this model 
to affect its behaviour. There are, however, serious engineering problems to be 
overcome in developing a programming model under this model.  

Although we have not investigated it in this paper, a design approach such as we 
propose needs to be backed by an engineering methodology. In particular we have 
largely elided the way in which a designer would decide on the correct formulation 
for context and behaviour, or check that his choices relate correctly to the users' 
perceptions of the system. While traditional analysis and design methods can help 
address these problems, there is also a need to deploy detailed usability evaluations - 
possibly modified for pervasive computing - to inform the feedback loop. This is a 
subject that is outside our expertise but that we would be keen to explore further.  

It seems unlikely that the techniques described are sufficient to address the full 
range of context-aware behaviours, so there is a major open question in the 
applicability of the techniques to real-world applications - something we are 
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investigating at present. We are also addressing the limitation of the model to 
“immediate” context, where only the current situation (and not the past or possible 
future) affect behaviour. However, we believe that “closed form” expressions of 
context awareness are a key enabler for building the next generation of complex 
pervasive computing systems.  
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Discussion 

[Nick Graham] This is a semantic framework that is instantiated over a specific 
application. This seems to require the modeller to anticipate the possible contexts or 
compositions that may arise.  

[Simon Dobson] This is less a problem than with other approaches. In effect, 
we can define compositions without having to specify what kinds of things 
are being composed. This is sufficiently rich to allow interesting analyses.  
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There are a small set of composition operators that seem to recur frequently: 
although we have to select which operator to use when we encounter a new 
contextual parameter, we often don’t need to know its details to do 
something meaningful.  

 
[Helmut Stiegler] Category theory is all about commutative diagrams. You did not 
show any such examples, in which you can apply such diagrams. Do you have some ?  

[Simon Dobson] Yes, we have them used. I suppressed them here on 
purpose. You will be able to find them in a technical report.  

 
[Gerrit van Der Veer] How do the notions of “conflict” and “problem” relate to the 
framework ?  

[Simon Dobson] These notions are not automatically specified, but have to be 
stated explicitly in order to reason about them. 
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Abstract. This paper addresses software adaptation to context of use. It goes 
one step further than our early work on plasticity [5]. Here, we propose a 
revision of the notion of software plasticity that we apply at the widget level in 
terms of comets. Plasticity is defined as the ability of an interactive system to 
withstand variations of context of use while preserving quality in use where 
quality in use refers to the ISO definition. Plasticity is not limited to the UI 
components of an interactive system, nor to a single platform: adaptation to 
context of use may also impact the functional core, it may have an effect on the 
nature of the connectors, and it may draw upon the existence of multiple 
platforms in the vicinity to migrate all or portions of the interactive system. A 
new reference framework that structures the development process of plastic 
interactive systems is presented to cover these issues. The framework is then 
applied at the granularity of widgets to provide the notion of a comet. A comet 
is an introspective widget that is able to self-adapt to some context of use, or 
that can be adapted by a tier-component to the context of use, or that can be 
dynamically discarded (versus recruited) when it is unable (versus able) to 
cover the current context of use. To do so, a comet publishes the quality in use 
it guarantees, the user tasks and the domain concepts that it is able to support, 
as well as the extent to which it supports adaptation. 

1   Introduction 

Mobility coupled with the development of a wide variety of access devices has 
engendered new requirements for HCI such as the ability of interactive systems to run 
in different contexts of use. By context of use we mean a triple <user, platform, 
environment> where the user denotes the archetypal person who is intended to use the 
interactive system; the platform refers to the hardware and software devices available 
for sustaining the user interaction; the environment describes the physical and social 
conditions where the interaction takes place. To master the diversity of contexts of 
use in an economical and ergonomic way, the plasticity property has been introduced 
[31]. Basically, plasticity refers to the adaptation to context of use that preserves the 
user’s needs and abilities. For example, FlexClock [15] is a clock that expands or 
shrinks its user interface (UI) when the user resizes the window (Fig. 1). The time 
remains readable during and after the adaptation. 
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Fig. 1. FlexClock, an example of adaptation to the platform. 

When applied at the widget level, the plasticity property gives rise to a new 
generation of widgets: the comets (COntext of use Mouldable widgETs). As a simple 
example, a set of radio buttons that shrinks into a combo box is a comet (Fig. 2). 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Three graphical mockups supporting the same task “selecting one option among a set of 
options” through a) a label and radio buttons; b) a label and a combo box; c) a combo box 
incorporating the label. The example concerns the specification of the target platform (PC, 

PDA, telephone) for a centralized UI. 

This paper presents our notion of comets. First we present new advances in plasticity 
to provide sound foundations for their elaboration. Then we focus on the comets per 
se considering both the design and run time perspective. 

2   Foundations for comets: advances in plasticity 

This section focuses on the lessons learned from experience that directly underpin the 
notion of comets. First, we propose a new definition for plasticity, then we examine 
the property from both a user and a system centered perspective. 

(b) Label and combo box 

(c) Combo box incorporating the label 

(a) Label and radio buttons  
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2.1   A new definition of plasticity 

Plasticity was previously defined as “the capacity of a user interface to withstand 
variations of context of use while preserving usability” [31]. Based on our experience, 
we have identified three reasons for revising the definition: 

� In reality, plasticity is not limited to the UI components but may also impact the 
functional core. This occurs typically with services discovery. For example, 
because Bob has moved and is now in a place that makes a new service available, 
this service now appears on his PDA. The desktop is reshuffled (or tuned) to 
incorporate this new service and support an opportunistic interaction. Thus, the 
scope of the definition must be enlarged: plasticity must refer to the capacity of an 
interactive system, and not only to its UI, to adapt to the context of use; 

� The current definition focuses on the preservation of usability only. As a result, 
utility is implicit. To make explicit the possibility to specify requirements 
concerning the preservation of functional (and not only non functional) properties 
(e.g., task accomplishment), the scope of the definition must be enlarged. To do so, 
we refer to quality in use instead of just usability. As defined by ISO [18], quality 
in use is based on internal and external properties (Fig. 3) including usability (Fig. 
4); 

� The definition is not operational enough. Due to ISO, the definition is now 
reinforced by a set of reference characteristics (factors), sub-characteristics 
(criteria) (Fig. 4) and metrics [19]. The framework QUIM (Quality in Use 
Integrated Map) [29] also contributes in this area by relating data, metrics, criteria 
and factors. A sound basis exists in HCI for usability ([1] [17] or more specifically 
[32] for dialog models). 
 
Based on this new definition, an interactive system is said to be “plastic for a set of 

properties and a set of contexts of use” if it is able to guarantee these properties whilst 
adapting to cover another context of use. 

 

Fig. 3. Relationships between quality in use and internal and external qualities. 
Extracted from [18]. 

The properties are selected during the specification phase among the set of 
characteristics and sub-characteristics elicited by ISO (Fig. 4). Thus, plasticity is not 
an absolute property: it is specified and evaluated against a set of relevant properties 
(e.g., the latency and stability of the interactive system with regard to the “efficiency” 
characteristic, “time behavior” sub-characteristic). 
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Fig. 4. Quality models for quality in use and internal and external qualities. These ISO models 
provide a sound basis for specifying and evaluating the extent to which an interactive system is 

supposed to be plastic. Extracted from [18]. 

The next section presents how to plastify an interactive system from a user centered 
perspective. 

2.2  Plasticity from a user centered perspective 

Whilst plasticity has always been addressed from a centralized perspective [5] (the UI 
was locally tuned as in FlexClock [15]), it is now obvious that ubiquitous computing 
favors the distribution of the interactive system among a set of platforms. As a result, 
two means are now available for adapting:  
– Recasting the interactive system: this consists in reshuffling the UI, the functional 

core or the connector between both of these parts locally without modifying its 
distribution across the different platforms. Figure 1 provides an example of 
recasting; 

– Redistributing the interactive system: it consists in migrating all (total migration) 
or part of (partial migration) the interactive system across the different platforms. 
Partial migration has been introduced by Rekimoto’s painter metaphor [27] [4] and 
is now a major issue in HCI. 

 
In ubiquitous computing, the notion of platform is no longer limited to an 

elementary platform, i.e., a set of physical and software resources that function 
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together to form a working computational unit [7]. The notion of platform must 
definitely be seen as a cluster, i.e., a composition of elementary platforms that appear 
and disappear dynamically. For example, when Alice arrives in Bob’s vicinity, her 
laptop extends the existing cluster composed of Bob’s laptop, the PDA and the mobile 
phone. Bob’s current interactive system can partially or fully migrate to Alice’s 
laptop. Typically, to obtain a larger screen, it could be a good option to “bump” [16] 
the two laptops and split the interactive system between both of them (partial 
migration) (the bumping is illustrated in Figure 5 with two desktops). But when Bob’s 
laptop battery is getting low, a full migration to Alice’s laptop seems to be the best 
option as the screens of the PDA and mobile phone are too small to support a 
comfortable interaction. 

  

Fig. 5. A partial migration enabled by a top-to-top composition of the screens. 
Extracted from [9]. 

The granularity for distribution may vary from the application level to the pixel level 
[7]: 
– At the application level, the user interface is fully replicated on the platforms of the 

target cluster. If the cluster is heterogeneous (e.g., is comprised of a mixture of 
PC’s and PDA’s), then each platform runs a specific targeted user interface. All of 
these user interfaces, however, simultaneously share the same functional core; 

– At the workspace level, the user interface components that can migrate between 
platforms are workspaces. A workspace is an interaction space. It groups together a 
collection of interactors that support the execution of a set of logically connected 
tasks. In graphical user interfaces, a workspace is mapped onto the notions of 
windows and panels. The painter metaphor presented in Rekimoto’s pick and drop 
[27] [4] is an example of a distribution at the workspace level: the palettes of tools 
are presented on a PDA whereas the drawing area is mapped onto an electronic 
white board. Going one-step further, the tools palette (possibly the drawing area) 
can migrate at run time between the PDA and the electronic board; 

– At the domain concept level, the user interface components that can be distributed 
between platforms are physical interactors. Here, physical interactors allow users 
to manipulate domain concepts. In Rekimoto’s augmented surfaces, domain 
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concepts, such as tables and chairs, can be distributed between laptops and 
horizontal and vertical surfaces. As for Built-IT [26], the topology of the rendering 
surfaces matters: objects are represented as 3D graphic interactors on laptops, 
whereas 2D rendering is used for objects placed on a horizontal surface; 

– At the pixel level, any user interface component can be partitioned across multiple 
platforms. For example, in I-LAND [30], a window may simultaneously lie over 
two contiguous white boards (it is the same case in Figure 5 with two desktops). 
When the cluster is heterogeneous, designers need to consider multiple sources of 
disruption. For example, how to represent a window whose content lies across a 
white board and a PDA? From a user’s perspective, is this desirable? 
 
Migration may happen on the fly at run time or between sessions: 

� On the fly migration requires that the state of the functional core is saved as well as 
that of the user interface. The state of the user interface may be saved at multiple 
levels of granularity: with regard to the functional decomposition promoted by 
Arch [3], when saved at the Dialogue Component level, the user can pursue the job 
from the beginning of the current task; when saved at the Logical Presentation or at 
the Physical Presentation levels, the user is able to carry on the current task at the 
physical action level, that is, at the exact point within the current task. There is no 
discontinuity; 

� Migration between sessions implies that the user has to quit, then restart the 
application from the saved state of the functional core. In this case, the interaction 
process is heavily interrupted. 

 
Recasting and redistribution are two means for adaptation. They may be processed 

in a complementary way. A full migration between heterogeneous platforms will 
typically require a recasting for fitting to a smaller screen. Conversely, when the user 
enlarges a window, a partial migration may be a good option to get a larger 
interaction surface by using a nearby platform. The next section addresses plasticity 
from a system’s perspective.  

2.3  Plasticity from a system centered perspective 

The CAMELEON reference framework for plasticity [7] provides a general tool for 
reasoning about adaptation. It covers both recasting and redistribution. It is intended 
to serve as a reference instrument to help designers and developers to structure the 
development process of plastic interactive systems covering both the design time and 
run time. 

The design phase follows a model-based approach [25] (Fig. 6). A UI is produced 
for a set of initial models according to a reification process: 
– The initial models are specified manually by the developer. They set the 

applicative domain of the interactive system (concepts, tasks), the predicted 
contexts of use (user, platform, environment), the expected quality of service (a set 
of requirements related to quality in use and external/internal qualities) and the 
adaptation to be applied within as well as outside the current context of use 
(evolution, transition). The domain models are taken from the literature. Emerging 
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works initiated by [12] [28] deal with the definition and modeling of context of 
use. The Quality Models can be expressed with regard to the ISO models presented 
in section 2.1. The Evolution Model specifies the reaction to be performed when 
the context of use changes. The Transition Model denotes the particular Transition 
User Interface to be used during the adaptation process. A transition UI allows the 
user to evaluate the evolution of the adaptation process. In Pick and Drop [27], the 
virtual yellow lines projected on the tables are examples of transition UIs. All of 
these initial models may be referenced along the development process from the 
domain specification level to the running interactive system; 

– The design process is a three-step process that successively reifies the initial 
models into the final running UI. It starts at the concepts and tasks level to produce 
the Abstract User Interface (Abstract UI). An abstract UI is a collection of related 
workspaces called interaction spaces. The relations between the interaction spaces 
are inferred from the task relations expressed in the task model. Similarly, 
connectedness between concepts and tasks is inferred from the concepts and tasks 
model. An abstract UI is reified into a Concrete User Interface (Concrete UI). A 
concrete UI turns an abstract UI into an interactor-dependent expression. Although 
a concrete UI makes explicit the final look and feel of the Final User Interface 
(Final UI), it is still a mockup that runs only within the development environment. 
The Final UI generated from a concrete UI is expressed in source code, such as 
Java and HTML. It can then be interpreted or compiled as a pre-computed user 
interface and plugged into a run-time infrastructure that supports dynamic 
adaptation to multiple targets. 
 

At any level of reification: 
– References can be made to the context of use. We identify four degrees of 

dependencies: whether a model makes hypothesis about the context of use; a 
modality; the availability of interactors; or the renderer used for the final UI. From 
a software engineering perspective, delaying the dependencies until the later stages 
of the reification process, results in a wider domain for multi-targeting. Ideally, 
dependencies to the context of use, to modalities and to interactors are associated 
with the concrete UI level (Fig. 7 a). In practice, the task model is very often 
context of use and modality dependent (Fig. 7b). As figure 7 shows, a set of four 
sliders (or stickers) can be used to locate the dependencies in the reification 
process. The movement of the stickers is limited by the closeness of their 
neighbour (e.g., in Figure 7b, the interactor sticker has a wide scope for movement 
between the concepts and tasks level and the final UI level, respectively 
corresponding to the position of the modality and renderer stickers); 

– References can be made to the quality properties that have guided the design of the 
UI at this level of reification (cf. arrows denoted as “reference” in Figure 6); 

– A series of abstractions and/or reifications can be performed to target another level 
of reification; 

– A series of translations can be performed to target another context of use. 
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Fig. 6. The Reference Framework for supporting plastic user interfaces. The picture shows the 
process when applied to two distinct targets. This version is adapted from [7@ where the quality 
models defined in 2.1 are now made explicit. Whilst reifications abstractions and translations 
are exhaustively made explicit, only examples of references are provided. In the example, the 

reference to the evolution and transition models is made at the latest stage (the final UIs). 

Reifications and translations may be performed automatically from specifications, or 
manually by human experts. Because the automatic generation of user interfaces has 
not found wide acceptance in the past [23], the reference framework makes possible 
manual reifications, abstractions and translations (Fig. 6). 
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Fig. 7. Two instanciations of the design reference framework. The dependencies to the context 
of use, modalities, interactors and renderer are localized through stickers that constraint each 

other in their movement. 
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As for any evolutive phenomenon, the adaptation at run time is structured as a 
three-step process: sensing the context of use (S), computing a reaction (C), and 
executing the reaction (E) [6]. Any of these steps may be undertaken by the final UIs 
and/or an underlying run time infrastructure (Fig. 6). In the case of distributed UIs, 
communication between components may be embedded in the components 
themselves and/or supplied by the runtime infrastructure. As discussed in [24], when 
the system includes all of the mechanisms and data to perform adaptation on its own 
(sensing the context of use, computing and executing the reaction), it is said to be 
close-adaptive, i.e., self-contained (autonomous). FlexClock is an example of close-
adaptive UI. Open-adaptiveness implies that adaptation is performed by mechanisms 
and data that are totally or partially external to the system. FlexClock would have 
been open-adaptive if the mechanisms for sensing the context of use, computing the 
reaction or executing the reaction had been gathered in an external component 
providing general adaptation services not devoted to FlexClock. 

Whether it is close-adaptive or open-adaptive, dynamic reconfiguration is best 
supported by a component-connector approach [24] [11] [14]. Components that are 
capable of reflection (i.e., components that can analyze their own behavior and adapt) 
support close-adaptiveness [21]. Components that are capable of introspection (i.e., 
components that can describe their behavior to other components) support open-
adaptiveness. 

The next section applies these advances to the design and run time of comets. 

3   The notion of comet 

This section relies on the hypothesis that adaptation makes sense at the granularity of 
a widget. The validity of this hypothesis has not been proven yet, but is grounded in 
practice: refining an abstract UI into a concrete UI is an experimental composition of 
widgets with regard to their implicit functional (versus non functional) equivalence or 
complementarity. Basically, no toolkit makes explicit the functional equivalence of 
widgets (e.g., the fact that the three versions of Figure 2 are functionally but not non 
functionally equivalent: they support the same task of selecting one option among a 
set of options, but differ in many ways, in particular, in their pixels cost). Based on 
these statement and hypothesis, this paper introduces the notion of comet. It is first 
defined then examined from both a design and run time perspective. It is finally 
compared to the state of the art. 

3.1  Definition 

A comet is an introspective interactor that publishes the quality in use it guarantees 
for a set of contexts of use. It is able to either self-adapt to the current context of use, 
or be adapted by a tier-component. It can be dynamically discarded (versus recruited) 
when it is unable (versus able) to cover the current context of use. 

The next section presents a taxonomy and a model of comets from a design 
perspective. 
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3.2  The comet from the design perspective 

Based on the definition of comets and the advances in plasticity (section 2.3), we 
identify three types of comets (Fig. 8):  
– Introspective comets refer to the most basic kind of comets, i.e. interactors that 

publish their functional and non functional properties (Fig. 9). The functional 
properties can include adaptation abilities (e.g., sensing the context of use, 
computing and/or executing the reaction), or be limited to the applicative domain 
(e.g., selecting one option among a set of options). For instance, the “combo box” 
comet (Figure 2) does not have to include the adaptation mechanisms for switching 
from one form to another one. It just has to export what it is able to do (i.e., single 
selection, the task it supports) and at which cost (e.g., footprint, interaction 
trajectory) to be called a comet; 

– Polymorphic comets are introspective comets that embed (and publish because of 
their introspection) multiple versions of at least one of their components. The 
polymorphism may rise at the functional core level (i.e., the comet embeds a set of 
algorithms for performing the user task; the algorithms may vary in terms of 
precision, CPU cost, etc.), at the connector level between the functional core and 
the UI components (e.g., file sharing versus sockets), or at the UI level (e.g., 
functional core adaptor, dialog controller, logical or physical presentations with 
regard to Arch >3@). A comet incorporating the three versions of Figure 2 for 
selecting one option among a set of options would illustrate the polymorphism at 
the physical level. Polymorphism provides potential alternatives in case of a 
change in the context of use. For instance, Figure 2c is more appropriate than 
Figure 2a for small windows. The mechanism for switching from one form to 
another one may be embedded in the comet itself and/or supplied by a tier-
component (e.g. the runtime infrastructure – see section 2.3); 

– Self-adaptive (or close-adaptive) comets are comets that are able to self-adapt to 
the context of use in a full autonomous way. They embed mechanisms for sensing 
the context of use, computing and executing the reaction. The reaction may be 
based on polymorphism in case of polymorphic comets. 

Close-adaptiveness

Introspection

Polymorphism

Open-adaptiveness

  

Fig. 8. A taxonomy of comets. 

Introspection is the keystone capability of the comet. The properties that are published 
can be ranked against two criteria (Fig. 9): the type of the property (functional versus 
non functional) and the type of the service (domain versus adaptation). Examples of 
properties are provided in Figure 9. Recent research focuses on the notion of 
continuity of interaction [13]. The granularity of distribution and state recovery 
presented in section 2.2 belong to this area. 
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Fig. 9. A taxonomy of properties for structuring introspection. 

Based on the nature of the domain task, a difference can be made between general 
comets that support basic tasks (i.e., those that are supported by classical widgets such 
as radio buttons, labels, input fields or sliders) and specific comets that support 
specific tasks. For instance, PlasticClock may be seen as a specific comet that 
simultaneously makes observable the time at two locations, Paris and New York 
(Figure 10). PlasticClock is polymorphic and self-adaptive. Its adaptation relies on 
two kinds of polymorphism, thus extending FlexClock: 
– Polymorphism of abstraction: PlasticClock is able to compute the times in both an 

absolute and a relative way. The absolute version consists in getting the two times 
on web sites. Conversely, the relative way requests one time only and computes the 
second one according to the delay; 

– Polymorphism of presentation: as shown in Figure 10, PlasticClock is able to 
switch from a large presentation format putting the two times side by side, to a 
more compact one gathering the two times on a same clock. Two hands (hours and 
minutes) are devoted to Paris. The third one points out the hours in New York (the 
minutes are the same). Allen’s relations [2] provide an interesting framework for 
comparing these two presentations from a non functional perspective. 

 
(a) A large presentation            (b) A compact presentation 

 
Fig. 10. PlasticClock. 

The specific comets raise the question of the threshold between a comet and an 
interactive system. Should PlasticClock be considered as a comet or an interactive 
system? To our understanding, the response is grounded in software engineering: it 
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depends on the expected level of reusability. As a result, comets can be designed as 
interactive systems. Figure 11 provides an UML class diagram obtained by applying 
both the reference framework and the taxonomy of comets for modeling a comet: 
– A comet may be defined at four levels of abstraction. The most abstract one, called 

abstraction, is mandatory. This level may serve as starting point for producing 
abstract, concrete and final interaction objects (AIO, CIO, FIO) through a series of 
reifications and/or abstractions; 

+isPolymorphic(Context c>@)
+isSelfAdaptive(Context c>@)
+isPlastic(Context c>@, Property p>@)

Comet

Abstraction

AbstractInteractionObject

ConcreteInteractionObject

FinalInteractionObject

+getConcepts()
+getTask()

+getStyle()
+isTypical(Context c>@)

1..*
1..*

is reified into
is abstracted into

1..*
1..*

is reified into
is abstracted into

1..*
1..*

is reified into
is abstracted into

+getInteractionSpaces()

+evolutionModel
+transitionModel

+isContextofUseDependent()
+isModalityDependen t()
+isInteractorDependent()
+isRendererDependent()

IntrospectiveComponent

publishes

ContextOfUse
+platform
+user
+environment

Property
+name
+metric
+value

1..* 1..*

QoS

0..*

0..*

0..*

1..*

+getContext()
+setContext()
+getState()
+setState()
+start()
+stop()

+getAPI()

+getReferenceFramework()

 

Fig. 11. A comet modeling taking benefit from both the reference framework and the taxonomy 
of comets. 

The next section deals with the comets at run time. 
– At any level of reification, comets are introspective, i.e., aware of and capable of 

publishing their dependencies and quality of service (QoS). The dependencies are 
expressed in terms of context of use, modality, interactor and renderer. The quality 
of service denotes the quality in use the comet guarantees on a set of contexts of 
use. It is expressed according to a reference framework (e.g. ISO) by a set of 
properties. In a more general way, introspective components publish their API; 
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– Specific information and/or services are provided at each level of reification. At 
the abstraction level, they are related to the concepts and task the comet supports; 
at the AIO level, the structure of the comet in terms of interaction spaces; at the 
CIO level, the style of the comet (e.g., the style “button”) and its typicality for the 
given purpose (e.g., whether it is or not typical to use radio buttons for specifying 
the platform – Figure 2a); at the final level, the effective context of use and the 
interaction state of the comet. Managing the interaction state (i.e., maintaining, 
saving and restoring the state of the comet) is necessary for performing adaptation 
in a continuous way; 

– The comets may embed an evolution and a transition model for driving adaptation. 
The comet publishes its polymorphism and self-adaptiveness capabilities for a set 
of contexts of use. Going one step further, it directly publishes its plasticity 
property for a set of properties P and a set of contexts of use C. It is plastic if any 
property of P is preserved for any context of C. 

3.3  The comet from the run time perspective 

This section addresses the execution of comets. It elicits a set of strategies and 
policies for deploying plasticity. It proposes a software architecture model for 
supporting adaptation. 

We identify four classes of strategies:  
– Adaptation by polymorphism. This strategy preserves the comet but changes its 

form. The change may be performed at any level of reification according to the 
three following cardinalities, 1-1, 1-N, N-1 depending on the fact that the original 
form is replaced by another one (cardinality 1-1), by N forms (cardinality 1-N) or 
that N forms, including the original form, are aggregated into an unique one 
(cardinality N-1). For instance, in Figure 2, when the comet switches from a to b, it 
performs a 1-1 polymorphism: the radio buttons are replaced with a combo box. 
When it switches from b to c, it performs a 2-1 polymorphism (respectively 
switching from c to b is a 1-2 polymorphism); 

– Adaptation by substitution. Conversely to the adaptation by polymorphism, this 
strategy does not preserve the comet. Rather, it is replaced by another one 
(cardinality 1-1) or N comets (cardinality 1-N) or is aggregated with neighbor 
comets (cardinality N-1); 

– Adaptation by recruiting consists in adding comets to the interactive system. This 
strategy supports, for instance, a temporary need for redundancy [1];  

– Adaptation by discarding is the opposite strategy to the recruiting strategy. Comets 
may be suppressed because the tasks they support no longer make sense. 

 
At run time, the strategies may be chosen according to the evolution model of the 
comet. The selected strategy is performed according to a policy. The policies depend 
on the autonomy of the comets for processing adaptation. We identify three types of 
policies: 
– An external non-concerted policy consists in fully subcontracting the adaptation. 

Everything is performed externally by a tier-component (e.g. another comet or the 
runtime infrastructure) without any contribution of the comet. This policy is 
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suitable for comets which are unable to deal with adaptation. In practice, this is an 
easy way for guarantying the global ergonomic consistency of the interactive 
system. In this case, adaptation may be centralized in a dedicated agent (the tier-
component); 

– Conversely, the internal non-concerted policy consists in achieving adaptation in a 
fully autonomous way. Everything is performed inside the comet, without 
cooperating with the rest of the interactive system. The open issue is how to 
maintain the global ergonomic consistency of the interactive system;  

– Intermediary policies, said concerted policies, depend on an agreement between 
the comet and tier-components. An optimistic version consists in applying the 
decision before it is validated by peers, whilst in a pessimistic version the comet 
waits for an authorization before applying its decision. The optimistic version is 
less time consuming but requires an undo procedure to cancel a finally rejected 
decision. 

 
In practice, the policy decision will be chosen against criteria such as performance 
(c.f. the efficiency characteristic, time behavior sub-characteristic in section 2.1). The 
software architecture model Compact (COntext of use Mouldable PAC for plasticity) 
has been designed to take into account such an issue. 

Compact is a specialization of the PAC (Presentation Abstraction Control) [8] 
model for plasticity. PAC is an agent-based software architecture model that identifies 
three recurrent facets in any component of an interactive system: an abstraction, a 
presentation and a control that assures the coherence and communication between the 
abstraction and the presentation facets. According to the “separation of concerns” 
principle promoted by software engineering, Compact splits up each facet of the PAC 
model in two slices, thus isolating a logical part from physical implementations in 
each facet (Fig. 12): 
_ Abstraction: as with the functional core adaptor in Arch, the logical abstraction 

acts as an API for the physical abstraction. It provides a framework for 
implementing the mechanisms to switch between physical abstractions (i.e., the 
functional core(s) of the comet; they may be multiple in case of polymorphism at 
this level). It is in charge of maintaining the current state of the comet; 

_ Presentation: in a symmetric way, as with the presentation component in Arch, the 
logical presentation acts as an API for the physical presentation part. It provides a 
framework for implementing the mechanisms to switch between presentations 
(they are multiple in case of polymorphism at this level); 

_ Control: the logical part of the control assumes its typical role of coherence and 
communication between the logical abstraction and the logical presentation. The 
physical part, called “Plastic” (Fig. 12), is responsible for (a) receiving and/or 
sensing and/or transmitting the context of use whether the comet embeds or not 
any sensors (i.e., the Sensing step of the Reference Framework), (b) receiving 
and/or computing and/or transmitting the reaction to apply in case of changes of 
context of use (i.e., the Computation step of the Reference Framework), and (c) 
eventually performing the reaction (i.e., the Execution step of the Reference 
Framework). The reaction may consist of switching between physical abstractions 
and/or presentations. The computation is based on a set of pairs composed of 
compatible physical abstractions and presentations. At any point in time, one or 
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many physical abstractions and/or presentations may be executed. Conversely, 
logical parts are only instanciated once per comet. 
 

As in PAC, an interactive system is a collection of Compact agents. Specific canals of 
communication can be established between the plastic parts of the controls to 
propagate information in a more efficient way and/or to control ergonomic 
consistency in a more centralized way. Compact is currently under implementation as 
discussed in the conclusion. The next section analyses the notion of comet with regard 
to the state of the art.  

P
C

A

Logical parts

Plastic part

: maintains the set of pairs composed of
compatible abstractions and presentations.
May contain the adaptation mechanisms

Physical parts Physical parts

: mechanisms for switching
  

Fig. 12. The Compact software architecture model, a version of the PAC model (Presentation, 
Abstraction, Control) specifically mold for plasticity. 

3.4  Comets and the state of the art 

Plasticity is a recent property that has mostly been addressed at the granularity of 
interactive systems. The widget level has rarely been considered. We note that most 
of these works focus on the software architecture modeling. Based on the 
identification of two levels of abstraction (AIOs and CIOs) [33], they propose 
conceptual and implementational frameworks for supporting adaptation [22] [20] 
[10]. But adaptation is limited to the presentation level [20] [10]. They do not cover 
adaptations ranging from the dialog controller to the functional core. 

We now have to go further in the implementation. We keep in mind the issue of 
legacy systems [20] and the need for integrating multimodality as a means for 
adaptation [10]. 

4   Conclusion and perspectives 

Based on a set of recent advances in plasticity, this paper introduces a new generation 
of widgets: the notion of comets. A comet is an interactor mold for adaptation: it can 
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self-adapt to some context of use, or be adapted by a tier-component, or be 
dynamically discarded (versus recruited) when it is unable (versus able) to cover the 
current context of use. To do so, a comet publishes the quality in use it guarantees, the 
user tasks and domain concepts it is able to support, as well as the extent to which it 
supports adaptation. The reasoning relies on a scientific hypothesis which is as yet 
unvalidated: the fact that adaptation makes sense at the widget level. The idea is to 
promote task-driven toolkits where widgets that support the same tasks and concepts 
are aggregated into a unique polymorphic comet. Such a toolkit, called “Plasturgy 
studio” is currently under implementation. For the moment, it focuses on the basic 
graphical tasks: specification (free specification through text fields, specification by 
selection of one or many elements such as radio buttons, lists, spinners, sliders, check 
boxes, menus, combo boxes), activation (button, menu, list) and navigation (button, 
link, scroll). This first toolkit will provide feedback about both the hypothesis and the 
appropriate granularity for widgets. If successful, the toolkit will be extended to take 
into account multimodality as a means for adaptation. 
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Discussion 

[Tom Ormerod] How much of the value of comet actually comes from the metaphor 
used at the interface ?  

[Gaëlle Calvary] The notion of comet is primary driven by the user task. In 
PlasticClock, when the screen size is enlarged, the date becomes observable 
because this task has been recognized as relevant for the user. It has been 
modeled in the task model. Conversely, if space is tight, then interaction is 
strictly reduced to the main tasks. So, the notion of comet is primary driven 
by functional aspects. Non functional properties are considered for selecting 
the most appropriate form. We will, for example, favor such or such 
metaphor. The problem is when no solution fits both functional and non 
functional requirements. Trade-offs are unavoidable. They are driven by 
strategies. This balance between functional and non functional properties is 
an interesting issue.  
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[Tom Ormerod] So, metaphor does not drive the design of the comet - the 
specification of tasks determines the appropriate metaphor.  

[Gaëlle Calvary] Yes. Of course, if the metaphor conveys an implicit task, 
then the task can be made explicit in a dedicated comet and the metaphor 
registered as possible presentation.  

 
[Philippe Palanque] In the example of the plastic clock some tasks are not available 
anymore in the bigger clock such as provide the user with the precise time in Paris 
including minutes and seconds. Does Comet provide some help for checking such 
constraints ?  

[Gaëlle Calvary] First point, PlasticClock is just a demonstrator of plasticity. 
It has not been implemented as a collection of comets. Then, in practice, a 
comet is created if it is promising in terms of reusability. So, it is finely 
analyzed from a user-centered perspective in terms of accuracy, etc. Its 
adaptation rules are discussed with final users. Then, at run time, tradeoffs 
are performed to achieve an optimum. It can be global to the interactive 
system, or local to a comet. As a result, mismatches may appear between 
local and global interests. Strategies have to deal with such issues. So, in 
summary, a comet is designed in a local consistent way. But, when involved 
in an interactive system, adaptation must be solved in a global way.  

 
[Jurjen Ziegler] Did you address some high-level adaptation strategies such as 
substituting agents by others in the run-time architecture ?  

[Gaëlle Calvary] Yes. We have elicited a functional decomposition of the 
runtime infrastructure that includes a component retriever and a configurator. 
The retriever is in charge of finding a component (or agent) in a repository 
that is then deployed by the configurator. Adaptation may be done at several 
levels of abstraction. Components may be retrieved at different levels of 
abstraction. Producing tools may be required to reify components that are not 
executable. Yet, adaptation is specified by rules. We are studying the 
appropriateness of Bayesian networks.  

 
[Bonnie John] (to both Gaëlle and Simon Dobson) You are both offering different 
ways to think about the problem of contextual-aware systems. How do you evaluate 
whether your approach is a promising way to go forward ?  

[Gaëlle Calvary] Our approach is strongly coupled with software 
engineering. The validation lies in the cost/benefit ratio. Does a library of 
comets improve the productivity of engineers and/or the quality of service of 
the interactive system? We have to go further in the implementation to 
answer the question.  
[Simon Dobson] We have nothing to say about what adaptations are made. 
What we deal with are the situations in which adaptations should occur, and 
we can inform whatever mechanism is used to actually perform the 
adaptation. In terms of evaluation, our work should be evaluated as an aid to 
expression for designers and programmers: does it simplify the way in which 
adaptation occurs, does it improve analysis and the ability to develop correct 
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systems. "Correct" remains an external notion depending on the application 
being considered.  

 
[Grigori Evreinov] For efficient adaptation and visualization of spatial events and/or 
widgets the right metaphor is very important. To validate the metaphor itself it could 
be interesting to apply the proposed approach for adapting temporal events, objects 
and widgets, that is, under time-pressure condition a spatial arrangement could be 
present more effectively.  

[Gaëlle Calvary] Yes, we have to investigate time. Bayesian networks could be an 
option. 
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Abstract. Ubiquitous computing requires a multitude of devices to have access 
to the same services. Abstract specifications of user interfaces are designed to 
separate the definition of a user interface from that of the underlying service. 
This paper proposes the incorporation of interaction style into this type of 
specification. By selecting an appropriate interaction style, an interface can be 
better matched to the device being used. Specifications that are based upon 
three different styles have been developed, together with a prototype Style-
Based Interaction System (SIS) that utilises these specifications to provide 
concrete user interfaces for a device. An example weather query service is 
described, including specifications of user interfaces for this service that use the 
three different styles as well as example concrete user interfaces that SIS can 
produce.  

1  Introduction 

The increasing availability of personalized and ubiquitous technologies leads to the 
possibility that whatever the device-to-hand is, it becomes the way to access services 
and systems.  Therefore, interfaces to services must be designed for a variety of 
different types of device from desktop systems to handheld or otherwise portable 
devices. Different styles of interaction often suit different devices most effectively.  
While the appearance of ubiquitous devices has brought forth a proliferation of 
innovative interactive techniques, the broad categories and aspects of style as, for 
example, identified by Newman and Lamming [1] can still be applied. While a key-
modal interface may be appropriate for a mobile telephone, with its limited screen and 
restricted keypad, a direct manipulation (DM) interface may be appropriate for a 
device based around touch / pen interactive techniques, such as current models of 
palmtop or tablet PCs. Typically in such situations a different low-level interface will 
have to be designed separately for each device. It is possible that several interaction 
styles may have to be supported for different users or parts of the system on the same 
device. As new technologies evolve to meet the demands of ubiquitous computing 
additional styles will emerge. 
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Style-specific design considerations normally take the form of guidelines, 
heuristics or ad-hoc rationalizations by designers [2]. Designs to support many 
devices may be facilitated by incorporating interaction style explicitly into an 
implementation. In this paper we demonstrate that incorporating style-level 
descriptions into a model of a user interface can give more flexibility than forcing a 
single user interface model on a heterogeneous selection of devices. This paper is 
concerned with an approach in which interaction with a service is bound to the 
features of the platform through a mediating style description. The aim is to support 
an interface that is appropriate given the technological constraints or opportunities 
afforded by the platform. In section 2 the approach to the style-based interaction 
system is contrasted with other approaches to platform independent service provision. 
In section 3 the interaction style approach is described in more detail. In section 4 an 
implementation of a style-based system and the specifications that drive it are 
described. In section 5 an example of a weather system is used to illustrate the idea. In 
section 6 the approach is discussed again in relation to other similar approaches and in 
section 7 the paper draws conclusions. 

2. Modelling the Ubiquitous User Interface 

Separating the user interface from application functionality [3] is a key theme in the 
delivery of interactive applications to multiple platforms. This is achieved by 
abstracting the interaction with a user interface from its presentation on a specific 
device. Model-based user interface development [4] provides useful tools to cleanly 
separate the parts of an application. However, its potential for easing cross-platform 
user interface development is less apparent when platforms differ in their support for 
styles. 

The rise of ubiquitous computing and the proliferation of user appliances of widely 
differing capabilities and limitations have given new impetus to the need for cross-
platform interface design. A provider of ubiquitous services typically wishes to target 
different users who may use devices of different capabilities, or a user or set of users 
who wish to migrate their use of services across several different devices. 

Separation of application functionality and delivery via abstractly defined 
interfaces can be addressed in this broader context by the use of service frameworks 
[5] that organize and aggregate software functionality and data, and facilitate 
universal access to it. Universal user interfaces will provide interaction with services 
on a variety of devices, tailoring the interface to suit the device. 

2.1 Service Frameworks 

A service framework enables application functions to be delivered to devices 
whatever and wherever the devices are. The Web is an example of a framework for 
the delivery of many similar services through Hyper-Text Markup Language (HTML) 
files provided by web servers. Web services are delivered via Universal Resource 
Locators (URLs) that identify a particular service (usually requesting a single page of 
information). A user therefore makes the required service explicit by entering a URL 
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into the browser manually, through a bookmark, or via a hyperlink. Other 
frameworks, e.g., XWeb [6], use similar approaches to existing web services and 
provide better support for diverse interaction. 

2.2 Universal Interface Specification 

An application's behaviour can be defined independently of platform, through the use 
of services. However, a mechanism is required to map that behavior to the specific 
interface components of a device. Model-based approaches map abstractions of 
interaction objects onto platform-specific implementations. The interactive 
components of the interface, for example a text box for inputting text or a drop-down 
list for making a choice, are abstracted and encapsulated in terms of a relatively small 
set of “interactors” [7].  Other approaches utilize several levels of abstraction that 
may include low-level “widgets”, as well as more abstract components such as 
“group” or “choice”. The sets of widgets available on different platforms may not 
intersect in terms of detail but as long as the abstraction can be fulfilled by a widget 
that is available on a particular platform then a concrete interface can be rendered. 

2.3 Problems of Abstract User Interface Models 

Abstract interface models [6, 8-12] are problematic when abstraction is such that there 
is no convenient implementation of the low-level interaction objects on a particular 
platform.  A model must be defined to either restrict the set of objects to ones that are 
common across all platforms, or provide a wider set of objects to cover the variation 
in platform.  In the former case, the interface becomes the “lowest common 
denominator” of all target platform capabilities, and is unsuitable if a new platform 
has interaction objects that do not exist in the available set.  In the latter case, abstract 
objects are a union of available platforms. This gives rise to the two-fold problem of 
an ever-expanding library, or “toolkit”, of widgets and an overly complicated 
mapping scheme to select the correct widgets for a platform.   

Presenting a user interface for a UIML [11,12] specification on a specific platform 
involves more than selecting an appropriate widget representation.  An interface 
structure that is defined canonically may fit one platform but not another.  It is then 
necessary to have different specifications for cross platform structure variations, or 
alternatively a generic structure specification, which may be overridden when 
mapping the parts of the interface to actual platform elements.  This defeats some of 
the point of a single structure definition.  UIML also assumes a one-to-one mapping 
of parts to toolkit implementations.  If a part in one interface implementation is 
needed it is added to the canonical definition of parts, even if it is not mapped to a 
particular platform.   

XWeb [6], on the other hand, provides a higher-level formal specification of 
semantic interaction than a simple widget mapping.  However, it still suffers from the 
“structure” problems of UIML in that it uses “grouping” interactors that arrange other 
interactors in a hierarchical structure, incorporating a canonical XView.  An XView 
defines which elements of a data tree are manipulated by each interactor. While 
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XWeb allows designers to reuse a view specification across clients with no extra 
effort, designs have to combine the interactors into views that are suitable for all 
platforms.  The designer can therefore either design one set of views that maps to all 
client devices, or create a different set of views for different client types, losing the 
advantage of a single specification.  Even if this is done, a new client with new 
interactor implementations might have usability problems with existing views, a 
problem encountered when speech widgets were implemented in an XWeb client [6].   

3. A Model of Interaction Style 

A model that incorporates interaction style makes it possible to vary the structure or 
interface semantics applied across devices. User interface descriptions are defined on 
a per-style basis and a target device selects the description that best maps onto its 
capabilities. Hence, if a form-fill interaction style is most appropriate for the device in 
the context of a particular application then that style is bound to the application and 
mapped to the interactive components of the device. For another target device a 
dialogue style might be more appropriate and in this case, the same application 
software would be bound with this different style. 

The number of styles supported in the model should be finite and small, to allow a 
designer to target the maximum number of devices with the minimum amount of 
effort.  It should also be possible to add a completely new style by creating additional 
definitions for existing interfaces.  Although a designer does not have to support all 
styles, compatibility will be lost if devices do not support the styles chosen.   

Two distinguishing features of a style are the manner in which they guide the user 
to the desired task or function and how they gather required input from the user. 
There may be semantic relationships that are shared across styles but which manifest 
themselves in different ways. 

The style-based interaction system described in section 4 incorporates support for 
three styles: form-fill, dialogue and menu.  Although these three are considered 
“classic” styles that can be applied to desktop systems, they also apply equally to 
other kinds of device. The services provided may be targeted at both desktop and 
mobile devices.  Form-fill would map onto a web-style interface on desktop type 
systems, dialogue for voice-based telephone systems and menu for mobile phones or 
embedded devices.   

3.1 Form-Fill Style 

Forms are two-dimensional rather than one-dimensional, so navigation is important. 
The organization of a form on the display of the device requires a logical structure so 
that it can be decomposed to suit different display capabilities [13].  

Form elements have different interaction requirements. Simple elements just 
require text entry while complex elements involve groups of choices or data of a 
particular format and may be mandatory or optional. The relation between elements 
might mean that two elements are mutually exclusive, or that filling in an element 
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makes other elements or form sections mandatory. In addition, the elements that are 
filled in might affect what actions are available with the form data. 

When the form is filled in, an action must be chosen to process the information. 
This is usually done by special commands, or buttons. An action might specify a 
certain set of form elements from which it processes information or the action 
invoked by a command might depend on the value of certain form elements. 
Validation of elements could occur before processing or feedback given if the 
processing finds invalid information. 

A typical example of a form-fill style is the web-based form illustrated in figure 
1(a). 

 

 
 

Fig. 1(a).  A Web-based Form Interface. 

3.2 Dialogue Style  

The key feature of this style is the structure of the dialogue with the user.  As 
questions are posed, the user's answer determines the next question asked and that 
answer may be a piece of data that is gathered.  A state-chart notation is useful in 
describing this interface.  Each state is a mode of the interface, and the transitions 
between states are the available choices.  On entering a state the appropriate prompt is 
displayed.  Input and output in a question/answer interface is one-dimensional so, 
while it is limited in terms of interaction, it can be supported by devices without 
complex graphical capabilities and the conversational nature of interaction facilitates 
the use of speech. VoiceXML systems (figure 1(b)) are an example of a dialogue style 
of interface.   
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Fig. 1(b) A Voice XML Dialogue Interface. 

3.3 Menu Style 

The navigational structure of a menu style is governed by how best to partition the 
menu space to provide meaning to guide the user.  Breadth is preferred over depth, as 
deep menus have the same orientation problems as dialogue structures.  Devices that 
employ menu interfaces have a limited, customised input mechanism based around a 
small number of specialized buttons or keys.  Input and navigation must be designed 
to facilitate easy mapping from an unknown layout of keys. Current generation 
mobile phones typically utilize a menu interface as shown in figure 1(c).  

 
 

 
Fig. 1(c) A Mobile Phone Menu Interface. 
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4 Style-Base Interaction System (SIS) Framework 

 
A prototype application framework supports interfaces using a variety of styles as 
outlined in section 3. The components of the framework are shown in figure 2. The 
framework consists of a runtime system that is configured by a set of eXtensible 
Mark-up Language (XML) specifications describing the service and style-based user 
interfaces of an application. 

 
Fig. 2. SIS Framework. 

SIS consists of both components that reside on a client appliance and those that can 
be managed on a remote server. Within a running ubiquitous application, this 
distinction is transparent. SIS is designed to switch easily between different style 
instantiations running on a single service instantiation. A user may thus migrate 
between different appliances without losing saved task-level information. It is feasible 
to swap a running style between different instances of the same service or two 
different services that both support the set of tasks required by the style definition. 

The three components that deal with the initialization and management of an 
application are the Service Browser on the client, a Style Manager to look after styles 
and a Task Manager to look after the tasks required by services. Managers exist as 
separately running entities, possibly residing on remote servers, with their own 
resources and are configured using XML specifications of task and style. They use 
this configuration to generate the run-time components of the interface: Service 
Instances and an Abstract Interface for each style. Device specific Presentation Units 
provide concrete interface instantiations on each client. A weather service application 
is used to illustrate the approach. 
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4.1 Task Definition using Service Specifications 

The XML specification of a service defines its tasks, required function and data 
storage.  A task manager generates run-time instantiations of services called service 
instances from these specifications.  A service instance provides the data storage for 
its component tasks and a list of all the tasks in the service.  Task instantiations are 
shared between services that use them, and are maintained by the task manager.  
When a service instance needs a task, it calls the task using the manager that created 
it.  Tasks are identified by a namespace scheme14 to avoid clashes between tasks of 
the same name utilized by different services.  

Functions. Service functions implement the tasks that are part of a service and 
“wrap” the logic implementation so that there is a consistent interface for use in SIS. 
SIS also allows external functions (utility functions) to manipulate data before it is 
used in a function call. An example service and utility function specification are 
shown in figure 3. The class and method attributes identify a function's Java 
implementation. The <return> and <parameter> elements identify the 
function's return type and required parameters respectively. Utility functions do not 
affect the state of the underlying application logic, but are assumed to perform some 
repeatable translation upon data. SIS therefore does not need to know the 
implementation of data types to be able to manipulate them. 

Fig. 3. Function Definitions: A Service Specification XML Fragment. 

Tasks. A single task within a service represents the lowest level of interaction with an 
application that is understandable to the user.  Tasks describe a flat pool of possible 
functions and define how they are invoked. Task parameters can be provided either by 
user input or by a stored value. In the case where a needed parameter is a stored value 
that is not initialized, that task can be defined as unavailable. 

Each task can call on at most one service function to guarantee atomicity of tasks 
and avoid problems of sub-task ordering. The provision of utility functions is meant 
to encourage data representation issues to be separated from logic. Hence, logically 

                                                           
14 A namespace is a unique identifier that labels a group of related items. Different groups can 

then use the same identifiers internally to label different items. 

<function class=”WeatherService” method=”getWeather” 
name="GetWeather"> 
    <return type="weather">weatherData</return> 
<parameter type="string">cityName</parameter> 
</function> 

<utility name="postalToCity" class="PostUtil" 
method="postalToCity"> 
     <return type="alpha">cityName</return> 
     <parameter type="string">postalCode</parameter> 
</utility> 
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similar tasks may use the same underlying service function and use utility functions to 
manipulate the data they provide to that function. 

An example task specification fragment is shown in figure 4. Note the definition of 
the mapping of input from the user (<variable> elements) to parameters of the 
service function (<parameter> elements). This mapping technique is described 
below.    

Fig. 4. Task Definition: A Service Specification XML Fragment. 

Mapping Tasks onto Functions. The data passed from tasks to their underlying 
function are defined in terms of input variables and function parameters. These are 
represented in task definitions by <variable> and <parameter> element tags. 
The types of parameters defined in the task exactly match the input parameters of the 
underlying service function.  However, there need not be the same number of task 
parameters as variables. The manipulation of a variable to provide a parameter value 
is defined with the <parameter> element tag. It identifies the variable to be used, 
what mapping to perform and whether to store the generated parameter value for later 
use. 

The default mapping, if no mapping is explicitly defined (as in figure 4), is no 
manipulation at all. Data is output as a parameter exactly as it is received as a 
variable.  

Fig. 5. Utility Mapping in a Task Parameter: A Service Specification XML Fragment. 

A utility mapping (see figure 5) assigns a utility function to transform the data of a 
variable that defines a mapping from postcodes to city names. The name attribute 
identifies the utility function to use, and the nested <parameter> element tags 
describe the mapping for the utility function's parameters. 

Extract mappings take an element of a record type and return one of the items 
within the record as specified in the parameter. (Figure 6 shows extraction of an ID 
value from an account record.) 

 

<task name="Get City Weather" taskFunction="Get Weather"> 
    <variable type="simple">cityName</variable> 
    <parameter type="alpha"  
               source="task"  
               store="lastCity">cityName</parameter> 
</task>  

<parameter type="alpha" 
           source="task"  
           mapping="utility"  
           store="lastCity" 
           name="postalToCity"> 
<parameter type="alpha"  
           source="task">postalCode</parameter> 
</parameter> 
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Fig. 6. Extract Mapping in a Task Parameter: A Service Specification XML Fragment. 

Keeping Track of State. A task-based service keeps track of persistent state at a task 
level separately from any provision made by underlying logic. State therefore can be 
shared between tasks directly without the underlying logic. It is possible to support 
stateless implementations of the logic (such as with raw HyperText Transfer Protocol 
(HTTP) based systems). A task parameter can define a mapping from a state variable 
instead of a task variable. In figure 7, a state variable keeps track of the name of a city 
for which weather is requested and a task uses the name to give an update of that 
request.  

Fig. 7.  State Definition and Use in a Task Parameter: A Service Specification XML Fragment. 

4.2 Interaction Style Specification 

The key feature of the SIS approach is how tasks are implemented on different 
platforms. Each platform supports a set of presentation objects. Between the tasks and 
the presentation, each presentation style supports its own abstract user interface 
elements that gather input and display output to the user. These elements have their 
own distinctive way of navigating available tasks. No explicit layout or presentational 
information is contained in a style description; rather it is the semantic relationship 
between interface components that is described. It is the job of the presentation unit to 
resolve these relationships into an appropriate presentation. 

Style instances are generated in the SIS client in order to facilitate fast user 
response. Therefore, events generated by presentation implementations are dealt with 
by style-specific, presentation-independent, objects that reside locally. The style 
manager generates each style instance from scratch locally on each client in order to 
customize a client's access to a common service. 

Three styles are currently implemented but aim to provide a foundation for a 
potentially larger set. 

<parameter type="alpha"  
           source="task"  
           mapping="extract">account 
accID</parameter> 

<state> <variable type="string">lastCity</variable> </state> 
... 
<task name="Update Weather" taskFunction="Get Weather"> 
    <parameter type="alpha" source="store">lastCity</parameter> 
</task> 
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4.2.1. Form-Fill Style 
The style definition for a forms-based style involves: field elements for gathering user 
input, actions that can be invoked and a mapping from actions and fields to 
underlying tasks. 

A field element is an abstract interactor that allows the user to enter a value to be 
used in a task, for example text entry, password entry, single choice, multiple choice, 
date entry, range entry and currency entry. Questions about whether a single choice 
entry would be represented by a drop-down list, radio buttons or some other selection 
method are deferred to platform implementation and depend on the actual data being 
selected and the layout constraints of the presentation. An example of a simple text 
field element and a single choice element are given in figure 8. The definition gives 
the type of the field element and the type of its value.  

 

Fig. 8.  Form-fill Style Specification: Example text field and single choice field element 
definitions. 

Each style provides mechanisms for processing the data to produce an appropriate 
representation. Providers of services may specify functions that perform 
representational transformations. For example, in the form-fill style an output 
processor defines a set of items that can be extracted from a data type (see figure 9). 
Several output processors can be defined to work on the same types and used for 
different purposes. 

Fig. 9. Form-fill Style Specification: An example output definition. 

A form is built out of fragments that map a set of fields to the inputs of a particular 
task. A fragment's task is only invoked if the requirements of the fields of that 
fragment are satisfied. A fragment also specifies an output processor that can extract 
information from the output of the task. 

<field name="postalText" type="text"/> 
 
------------------------- 
 
<field name="accountChoice" type="choice" value="AccountType"> 
      <n-selection>1</n-selection> 
      <selection-values source="utility">Get Accounts</selection-
values> 
</field> 

<processor name="weatherOut" type="text">  
     <input class="WeatherData">weatherData</input> 
     <converter class="WeatherData"> 
        <item> 
           <source>weatherData</source> 
           <method>getWeatherText</method> 
        </item> 
     </converter> 
</processor> 
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Fig. 10.  Form-fill Style Specification: An example form fragment definition. 

This definition (figure 10) outlines a hierarchy of actions that may be invoked by a 
user and associates with each action a set of form fragments that are evaluated when 
that action is invoked. Typically an action would be invoked by the user pressing a 
submit button to indicate completion of the form ready for processing. An action is a 
semantic unit within the form. Trees of actions, together with form fragments allow a 
presentation to compose a form representation. The presentation decides whether 
fields are presented on several “pages” or on a single “page” and use different buttons 
to invoke different actions. 

4.2.2. Dialogue Style 
Dialogue style definitions are described by a set of grammars of input token 
combinations. Dialogue structures make use of these grammars to move between 
elements of the dialogue. A grammar used in a transition between states is called a 
match set and contains a list of match items that can be matched by a series of tokens 
in input. For example in figure 12 <matchitem> contains a main <token> whose 
contents must match the next input token and optionally a list of match items that can 
be matched after that token. Items are evaluated in list order. As soon as an item 
matches, no more items in a list are evaluated. An item only matches if its main token 
matches and one of its sub items matches. That a possibility is optional is supported 
by a special <lambda> match item that is matched if no other items in a list are 
matched. 

Fig. 11. Dialogue Style Specification: An example match set definition fragment. 

The dialogue structure is a tree of states that has special task-invoking states as the 
leaf nodes in the tree (see figure 12). States are defined with <dialogue-state> 
element tags and contain possibly conditional prompts that are displayed if the 
dialogue stops at that state. A transition attribute identifies match sets or stored 
variables that a user's input must match. After a task is invoked, the dialog restarts at 
the root of the tree.  

<form_fragment name="cityForm"> 
     <task>Get City Weather</task> 
     <input req="mandatory">cityText</input> 
     <output type="text">weatherOut</output> 
</form_fragment> 

<matchset name="CityMatch"> 
     <matchitem> 
       <token>city</token> 
       <matchitem> 
       <token>name</token> 
       </matchitem> 
       <lambda/> 
     </matchitem>  
</matchset> 
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Fig. 12.  Dialogue Style Specification: An example dialogue tree definition fragment. 

Task invocations are defined in special states that define the underlying task to be 
invoked, which dialogue variables to use, and the response to be generated with the 
output (figure 13). 

Fig. 13.  Dialogue Style Specification: An example task state definition fragment. 

Prompts can be either predefined questions or the response from a task invocation. 
Responses can also be shared between task instances. User variable input is 
transferred to the task states by use of a set of defined variables. The name of these 
variables can be used in place of a grammar match set in a transition between states. 

4.2.3. Menu Style 
A menu-based interface is specified by a tree of menu items (see figure 14). Each 
node representing an item has a label and an optional description of a task invocation. 
Only the leaves of the tree can have task invocations. Details of the task are wrapped 
into the menu item specification, with the name of the task and an output data 
extraction defined as usual, together with a list of inputs. Inputs can have a label to be 
displayed to the user when entering that input. 
 

<dialogue-state> 
      <prompt source="GetWeatherPrompt"/> 
      <prompt source="GetUpdatePrompt"> 
       <condition task="Update Weather"> 
          <name>available</name> 
          <value>true</value>     
       </condition> 
      </prompt> 
       <dialogue-state transition="CityMatch"> 
           <prompt source="CityInput"/> 
           <dialogue-state transition="$CITYVAR"> 
              <prompt source="CityWeather"/> 
           </dialogue-state> 
       </dialogue-state> 
... 
</dialogue-state>  

<response name="weatherResponse" class="WeatherData"> 
   <output type="text"> 
     <method>getWeatherText</method> 
   </output> 
</response> 
<task-state name="PostWeather"> 
   <task>Get Postal Weather</task> 
   <parameter>$POSTVAR</parameter> 
   <response>weatherResponse</response> 
</task-state> 



362      Stephen W. Gilroy and Michael D. Harrison 

Fig. 14.  Menu Style Specification: An example menu item definition. 

This current version is limited to descriptions of simple menus, but as an aim of the 
specifications is to simplify interface definition for simple interfaces, the descriptions 
are also simple. It is envisioned that the specification will be extended to cope with 
more complicated menu semantics and user input. 

4.3 Presentation 

Presentation units run on the client device and prescribe a concrete user interface for 
style definitions.  Each style will have a presentation unit tailored for it that runs on a 
particular device. A client presentation unit utilizes a reference to a remote service 
instance and the appropriate style instance. They give access to the internal object 
representations of tasks and the elements of styles.  When a task is to be invoked, it 
passes the appropriate data to the service instance.   

Current implemented presentation units use simple techniques to deal with physical 
layout and representational issues.  An expansion of the presentation component in 
the future might include dealing with details of physical layout in an abstract way. 

5 Creating Interfaces with Styles 

An example weather service together with definitions of the three different styles of 
interfaces described above, and their rendering by presentation units is now described. 
The service provides a single function that returns a textual description of the weather 
for a given location supplied as a string. 

5.1 The AnyWeather Service 

The weather query service is described by a XML task specification for the service 
shown in figure 15. Three separate tasks perform the service: 

1. Request the weather for a city by name (“Get City Weather”) 
2. Request the weather for a city by postcode (“Get Postal Weather”) 
3. Refresh the last weather request (“Update Weather”) 

Requesting the weather for a city by name utilizes the underlying service function 
“Weather Service” directly, while a post-code based request requires the use of 

<menu-item> 
    <label>Weather by PostCode</label> 
    <task>Get Postal Weather</task> 
    <input type="string"> 
        <name>postalCode</name> 
        <label>Enter postal code</label> 
    </input> 
    <output class="WeatherData" method="getWeatherText"/> 
</menu-item> 
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an external utility function, “postalToCity”, to convert postcodes to city names. 
The “Update Weather” task utilizes a state store object to keep track of the last 
city for which weather was requested.  

Fig. 15. AnyWeather task specification. 

5.2 Form-Fill Interface 

The specification of the form-fill style for the AnyWeather service is shown in figure 
16. Two fields are defined, one to enter city names (“cityText”) and one to enter 
postcodes (“postalText”). A processor (“weatherOut”) extracts the description 
of the weather from a WeatherData output object. Three form fragments, for each 
of the three tasks, use the defined processor for output and the two fields as inputs. 
The <sub-form> definitions match the form fragments to an action and a single 
display.  

 
 
 

<service location="http://www-
users.cs.york.ac.uk/~steveg/weather/"> 
<function class="WeatherService" method="getWeather" name="Get 
Weather"> 
<return type="weather">weatherData</return> 
<parameter type="string">cityName</parameter> 
</function>    
   <utility name="postalToCity" class="PostUtil" 
method="postalToCity"> 
       <return type="alpha">cityName</return> 
       <parameter type="string">postalCode</parameter> 
   </utility> 
   <state> 
      <variable type="string">lastCity</variable> 
   </state> 
<task name="Get City Weather" taskFunction="Get Weather"> 
<variable type="simple">cityName</variable> 
        <parameter type="alpha"  
                   source="task"  
                   store="lastCity">cityName</parameter> 
</task> 
<task name="Get Postal Weather" taskFunction="Get Weather"> 
<variable type="simple">postalCode</variable>         
        <parameter type="alpha" 
                   source="task"  
                   mapping="utility"  
                   store="lastCity" 
                   name="postalToCity"> 
<parameter type="alpha" source="task">postalCode</parameter> 
</parameter> 
</task> 
     <task name="Update Weather" taskFunction="Get Weather"> 
         <parameter type="alpha" 
source="store">lastCity</parameter> 
     </task> 
</service>     
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Fig. 16.  AnyWeather form-fill style specification. 

The form-fill presentation unit renders the form components on a single screen 
with two buttons representing the first sub-level of the action tree (see figure 17). The 
interface uses the requirements of the form fragments to evaluate which of the two 
user input tasks to invoke when the “Get Weather” button is pressed. The interface is 
told that “City Name” is mandatory for the “Get City Weather” task, but not required 
for the “Get Postal Weather” task, so if a city name is entered it can assume that the 
city task is required, and the button will invoke that task. In addition all non-required 
fields of that task will be disabled to help indicate which task has been chosen. 

<style type="form"  
       location="http://www.users.cs.york.ac.uk/~steveg/weather"> 
    <field name="cityText" type="text" /> 
    <field name="postalText" type="text" /> 
    <processor name="weatherOut" type="text"> 
        <input class="WeatherData">weatherData</input> 
        <converter class="WeatherData"> 
           <item> 
              <source>weatherData</source> 
              <method>getWeatherText</method> 
           </item> 
        </converter> 
    </processor> 
    <form_fragment name="cityForm"> 
         <task>Get City Weather</task> 
         <input requirement="mandatory">cityText</input> 
         <output type="text">weatherOut</output>         
    </form_fragment> 
     … 
    <form> 
        <display type="text">weatherDisplay</display> 
        <action-set> 
            <action-set name="getWeather">     
               <action name="getCity"/> 
               <action name="getPostal"/> 
            </action-set> 
            <action name="updateWeather"/> 
        </action-set> 
        <sub-form> 
           <fragment>cityForm</fragment> 
           <action>getCity</action> 
           <display>weatherDisplay</display 
        </sub-form>     
… 
    </form> 
</style> 
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Fig. 17. Weather Service form-fill interface. 

5.3 Dialogue Interface 

The specification of the dialog style for the AnyWeather service is shown in figure 
18. Prompts are defined for the initial dialog state and for requesting user input. A 
response extracts the weather description from a WeatherData object in much the 
same way as for the form-fill style. A task state for each of the available  
tasks is assigned a response and an appropriate variable. Three match set grammars 
let a user enter a variety of phrases to select each of the tasks. For instance, a user can 
enter “postcode”, “postal code” or just “postal” to access the Get Postal 
Weather task. A dialogue with three paths leads to the three tasks. The paths to the 
user input tasks have two states, one of which prompts the user to enter the 
appropriate input if it is not already in the token string. The update task doesn't 
require user input so only requires one state transition to reach it. The presentation 
unit for the dialogue renders the interface shown in figure 19. 
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Fig. 18. AnyWeather dialogue style specification. 

<style type="dialogue"> 
<question name="GetWeatherPrompt">...</question> 
<question name="GetUpdatePrompt">...</question> 
<question name="CityInput">...</question> 
<question name="PostInput">...</question> 
<response name="weatherResponse" class="WeatherData"> 
     <output type="text"><method>getWeatherText</method></output> 
</response> 
<task-state name="PostWeather"> 
     <task>Get Postal Weather</task> 
     <parameter>$POSTVAR</parameter> 
     <response>weatherResponse</response> 
</task-state> 
... 
<matchset name="PostMatch"> 
    <matchitem> 
       <token>postcode</token> 
    </matchitem> 
    <matchitem> 
       <token>postal</token> 
      <matchitem> 
         <token>code</token> 
      </matchitem> 
      <lambda/> 
    </matchitem>     
</matchset> 
... 
<dialogue-state> 
   <prompt source="GetWeatherPrompt"/> 
   <prompt source="GetUpdatePrompt"> 
     <condition task="Update Weather"> 
            <name>available</name> 
             <value>true</value>     
     </condition> 
   </prompt>     
    ... 
   <dialogue-state transition="PostMatch"> 
        <prompt source="PostInput"/> 
        <dialogue-state transition="$POSTVAR"> 
            <prompt source="PostWeather"/> 
        </dialogue-state> 
   </dialogue-state>     
   ... 
</dialogue-state> 
</style> 
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Fig. 19. Weather Service dialogue interface. 

Fig. 20. AnyWeather menu style specification. 

5.4 Menu Interface 

The specification for the menu style of interface for AnyWeather is shown in 
figure 20. All three tasks are available from the main menu, one item per task. The 
two tasks requiring user input have inputs fields rendered as separate entry screens in 
a menu presentation implementation as shown in figure 21. 

<style type="menu"  
       location="http://www-users.cs.york.ac.uk/~steveg/weather"> 
       <menu> 
          <title>Weather Service Menu</title> 
          <menu-item> 
             <label>Weather by City</label> 
             <task>Get City Weather</task> 
             <input type="string"> 
                <name>cityName</name> 
                <label>Enter a city name</label> 
             </input> 
             <output class="WeatherData" method="getWeatherText"/> 
          </menu-item> 
          <menu-item> 
             <label>Weather by PostCode</label> 
             <task>Get Postal Weather</task> 
             <input type="string"> 
                 <name>postalCode</name> 
                 <label>Enter postal code</label> 
             </input> 
             <output class="WeatherData" method="getWeatherText"/> 
          </menu-item> 
          <menu-item> 
              <label>Update Weather</label> 
              <task>Update Weather</task> 
              <output class="WeatherData" method="getWeatherText"/> 
          </menu-item> 
       </menu> 
</style>  
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Fig. 21. Weather Service menu interface. 

6 Discussion 

The specifications in SIS separate the specification of the functionality of a ubiquitous 
application from the specification of its interface and provide a selection of different 
styles of interface so that an interface can more closely match the capabilities and 
limitations of a device. Both achievements are consistent with the original 
requirements of User Interface Management Systems (UIMS). Having a clean 
separation of function and interface has particular advantages when providing a 
selection of interface descriptions. It is clearly less important when providing a single 
“canonical” interface as in the case of XWeb and UIML (as discussed in section 2.3) 
or a UIMS vision based around a single type of device.  

SIS achieves this separation by making the abstraction of functionality very simple. 
Any semantic relationships between the tasks must occur at the style level. In the 
AnyWeather service the relationship of tasks in the form-fill style (figure 16) is 
different from the dialogue style (figure 18), and this would be the case however 
systematically the layering was achieved. 

Style specifications do not dictate how a presentation unit displays the information 
conveyed in the style. Presentation units on different devices display a style in 
different ways to fit that device even though the style definition is the same on each 
device. Applications can therefore use native applications on devices by having a 
presentation unit that renders interfaces in a way that is consistent with them. For 
instance a presentation unit could choose to display the AnyWeather form-fill actions 
as three separate buttons, rather than two, or indeed display the three sub-forms on 
different screens. 

Although AnyWeather is designed to be simple to illustrate the basic ideas, more 
features can be added to each of the different styles. A further application of these 
features demonstrating SIS is based around an internet banking scenario. In this case 
more complex data types need to be supported, and this requires development of a 
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richer type system. List and record types can be implemented to help support more 
complex applications as well as user-defined custom types (similar to those in 
XWeb). 

The relative size of dialogue style definitions might be said to be in conflict with 
the requirements for definitions for simple interfaces to be simple themselves. 
However, the benefit of having a clear, extensible specification means that the parsing 
engine of the system can be much simpler and allows for better integration with 
simple tools. In future, size might be alleviated without affecting the parsing engine 
by using transformations from more concise specifications into the current versions. 

7 Conclusion 

A model of interaction style has been devised that can be used to provide a range of 
possible interfaces to be presented on a device. Basing a single interface specification 
on simple (yet still abstract) concepts can work, but is limited if target devices are too 
diverse in their interactive capabilities. Conversely, tying the specification too closely 
to the capabilities of any one device leads to the situation of having a different 
specification for each device. Having a finite set of styles specifications can be 
complex enough to make fuller use of devices capabilities yet different and flexible 
enough to work on a wide range of devices. Interaction styles have potential to be 
viable for defining interfaces for ubiquitous interactive systems on many devices. 
Additional applications will provide the impetus for expanding the features of SIS, 
and demonstrate its potential and flexibility. 
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Discussion 

[Gerrit van Deer Veer] You did not mention/elaborate interaction styles “direct 
manipulation” nor “command language”. DM requires complex representation of n-
dimensional interaction space and n-degrees of freedom user act to, command 
language seem completely upprite(?). Also, in envisioning scenarios of companies 
like Philips, NTT, Sun (“starfire”) these styles are mixed.  

[Stephen Gilroy] We did not elaborate DM: it’s very complex. We 
considered mixed styles (?). their analysis / Specification would be 
separate/unconnected.  

 
[Ann Blanford] Walk-up-and-use isn’t just device or just context – it’s a tuple of 
device, context, user, task(s). i.e. There are combinations that work together and often 
that don’t. Can these combinations make style selections simpler ?  

[Stephen Gilroy] Yes.  
 

[Kevin Schneider] Within your categorization of interaction styles, are there different 
styles for each device ? For example, would there be a different interaction style for 
filling in a form on a PC versus filling in a form on a PDA.  

[Stephen Gilroy] No, it would be the same style. The device would handle the 
different presentations. 
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Abstract. Tools based on the use of multiple abstraction levels have shown to 
be a useful solution for developing multi-device interfaces. To obtain general 
solutions in this area it is important to provide flexible environments with 
multiple entry points and support for redesigning existing interfaces for 
different platforms. In general, a one-shot approach can be too limiting. This 
paper shows how it is possible to support a flexible development cycle with 
entry points at various abstraction levels and the ability to change the 
underlying design at intermediate stages. It also shows how redesign from 
desktop to mobile platforms can be obtained. Such features have recently been 
implemented in a new version of the TERESA tool.  

1   Introduction 

Model-based approaches [10, 13] have long been considered for providing support to 
user interface design and development. Recently, such approaches have received 
further attention because of the challenges raised by multi-device environments [1, 4, 
6, 13]. The use of tools based on logical abstractions enables adapting the interfaces 
under development to the characteristics of the target devices. This can simplify the 
work of designers who do not have to address a proliferation of devices and related 
implementation details. 

The potential logical descriptions to consider are well identified, and their 
distinctions are clear [3]: task models represent the logical activities to perform in 
order to reach users’ goals; object models describe the objects that should be 
manipulated during task performance; abstract user interfaces provide a modality 
independent description of the user interface in terms of main components and logical 
interactors; concrete user interfaces provide a platform-dependent description 
identifying the concrete interaction techniques adopted, and lastly the user interface 
implements all the foregoing. 

Various approaches have benefited from this logical framework, and tools 
supporting it have started to appear. In particular, there are tools that implement a 
forward engineering approach, which take an abstract description and generate more 
refined ones until the implementation is obtained; or tools supporting reverse 
engineering approaches, which instead take an implementation and aim to obtain a 
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corresponding logical description. Examples of forward engineering tools are Mobi-D 
[13] and TERESA [6]. They both start with task models and are able to support user 
interface generation, though by applying different rules and additional models. 
TERESA is the tool for the design of multi-device interfaces developed in the EU IST 
CAMELEON project. It introduces the additional possibility of adapting the 
transformation process to the platform considered. A platform is a set of devices that 
share a similar set of interaction resources. Another example of tool for forward 
engineering is ARTstudio [4], which also starts with the task model and supports the 
editing of abstract and concrete user interface, but, contrary to TERESA, it generates 
Java code instead of Web pages and is not publicly available. Examples of different 
support for reverse engineering are Vaquita [2] and WebRevEnge [8]. The first one 
provides the possibility of rebuilding the concrete description of Web pages, whereas 
the latter reconstructs the task model corresponding to the Web site considered. In 
both cases one limitation is the lack of support for the reverse engineering of Web 
sites implemented using dynamic pages. 

The needs and background of software developers and designers can vary 
considerably, and there is a need for more flexible tools able to support various 
transformations in the logical framework mentioned. To this end, we have designed 
and implemented a new version of the TERESA tool, aiming to provide new 
possibilities with respect to the original version [6]. In particular, the new version that 
is presented in this paper supports multiple entry points in the development process 
and the redesign of a user interface for a different platform. 

In the paper we first recall the basic design criteria of the original version of the 
TERESA tool and then we dedicate one section to describing how multiple entry 
points can be supported and one for the transformation for redesign from desktop to 
mobile. We then show examples of applications of such new features and, lastly, we 
draw some conclusions and indications for future work. 

2 The initial TERESA environment 

The TERESA tool was originally designed to support the development of multi-
device interfaces starting with the description of the corresponding task model. In 
order to facilitate such a development process the main functionality of the CTTE tool 
[7], supporting editing, analysis, and interactive simulation of task models, have been 
integrated into the new tool. So, once designers have obtained a satisfying task model, 
they can immediately change mode and use it to start the generation process. The tool 
provides automatic transformation of the task model into an abstract user interface 
structured into presentations. For each presentation, the tool identifies the associated 
logical interactors [11] and provides declarative indications of how such interactors 
should be composed. This is obtained through composition operators that have been 
defined taking into account the type of communication effects that designers aim to 
achieve when they create a presentation [8].  
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The composition operators identified are: 
• Grouping (G): indicates a set of interface elements logically connected to 
each other; 
• Relation (R): highlights a one-to-many relation among some elements, one 
element has some effects on a set of elements; 
• Ordering (O): some kind of ordering among a set of elements can be 
highlighted; 
• Hierarchy (H): different levels of importance can be defined among a set of 
elements. 
 
In addition, navigation through the presentations is defined taking into account the 
temporal relations specified among tasks. The abstract user interface description can 
then be refined into a concrete user interface description, whereby a specific 
implementation technique and a set of attributes are identified for each interactor and 
composition operator, after which the user interface implementation can be generated. 
Currently, the tool supports implementations in XHTML, XHTML mobile device, 
and VoiceXML (one version for multimodal user interfaces in X+V and one version 
for graphical direct manipulation interfaces are under development). 

3  Support for Flexible Forward Engineering 

Interface design is complex. Often, as designers go through the various steps in order 
to develop suitable solutions for the current abstraction level, they would like to 
reconsider some of the choices made earlier in an iterative process. Furthermore, the 
actual results of automatic transformations may not be precisely those expected and 
thus would need to be refined. Lastly, the need to provide relevant support to a 
flexible methodology requires the ability to offer different entry points. 

 
The original version of the TERESA tool provided a concrete solution to the issue 

of supporting development of multi-device interfaces through various levels of 
automation. However, when designers selected the completely automatic solution 
sometimes it happened that what they get was rather different from what they wanted 
(Figure 1 shows an example [12]). Thus, there was a need for providing designers 
with better support for tailoring the transformations to their needs.  
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Fig. 1. Example of mismatch between designer’s goals and result of automatic generation. 

Once a suitable description of the abstract user interface has been obtained from a 
given task model, it is important that its properties be adjusted to increase usability for 
the generated presentations. Designers may also decide to start defining the abstract 
interface from scratch, bypassing the task modelling phase. 

In order to deal with all these issues we decided to extend TERESA functionalities 
by adding new features, in particular, enabling changes, even radical ones, in the 
properties of abstract user interface elements and the ability to develop an abstract 
user interface from scratch. 

Once an abstract user interface has been created, there are various levels of 
modifications that can be possible: 

x Modifying the structure of a presentation without changing the associated 
interactors. This can be performed in different ways: moving the orders of 
the interactors within a composition operator, changing, adding or 
removing composition operators; 

x Modifying the association between interactors and presentations without 
changing existing interactors. This can be performed by merging or 
splitting existing presentations or moving one interactor from one 
presentation to another. 

x Modifying the set of available interactors, this means changing the type of 
interactors, adding or removing interactors (this can be done  by either 
working on single interactors or adding or removing groups of interactors 
or entire presentations). 



Supporting Flexible Development of Multi-Device Interfaces      375 

In order to avoid confusing designers the editing features have to be explicitly 
enabled. Then, to ease the use of these functionalities, a number of features have been 
introduced. The type of an interactor is explicitly represented through an icon (as are 
the task categories in the task model) and modifications to the interactors order within 
a presentation can be performed through a drag and drop function. The result of a 
completely automatic transformation from the task model to the abstract user interface 
is a set of presentations (which are listed on the left side of the control panel, see 
Figure 2) and the related connections defining navigation through them. When one 
presentation is selected then its logical structure in terms of interactors and 
composition operators is shown in the central part. Designers can select either 
composition operators or interactors and the corresponding attributes are shown in the 
bottom part. The position of an interactor in the presentation can be moved through 
drag and drop interactions. If editing has been enabled it is also possible to change the 
type of operators and interactors. For example, in Figure 2 there is a change of a 
Grouping operator. 

 

 
Fig. 2. Example of change of composition operator. 
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The editor of the abstract user interface (see Figure 3) provides designers with a 
view on various aspects that can be modified. One panel indicates the list of 
presentations defined so far. The logical structure of the currently selected 
presentation is shown as well. It can be represented either showing the logical 
structure in a tree-like manner or through the list of the elements composing it. The 
concrete aspects of the currently selected interactor are displayed in a separate panel. 
For example, in the figure a navigator interactor has been selected and its identifier, 
type, concrete implementation (in this case through a graphical link) and related 
attributes (in this case the image) are shown in the associated panel. Even the 
navigation through the various presentations is represented and can be edited: it is 
defined by a list of connections, each one defined by the interactor that triggers the 
change and the target presentation. The tool also provides the possibility of showing 
the corresponding XML-based specification and the logs of the designer interactions 
with the tool.  

 

 
Fig. 3. Tool support for editing the abstract and the concrete user interface. 
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Lastly, a preview of the associated interface can be provided in order to allow 
designers to get a more precise idea of the resulting interface. Figure 4 shows the 
interface corresponding to the abstract/concrete presentation in Figure 3. Three 
navigator interactors are implemented through graphical links to other points in the 
application, and are grouped on the same row. In turn, this group is included in an 
additional group arranged vertically together with a description element that is 
implemented through images and text. 

 

 
Fig. 4. The user interface corresponding to the concrete interface obtained through preview. 

4 Support for Redesign 

Nowadays many devices provide access to Web pages: computers, mobile phones, 
PDAs, etc. Often there is a need for redesigning the user interface of an application 
for desktop systems into a user interface for a mobile device. Some authors call this 
type of transformation graceful degradation [5]. One main difference between such 
platforms is the dimension of the screen (a mobile phone cannot support as many 
widgets as a desktop computer in a presentation), so the same page will be displayed 
differently or through a different number of pages on different devices. Transcoding 
techniques (such as those from HTML to WML) are usually based on syntactical 
analysis and transformations, thus producing results which are poor in terms of 
usability because they tend to propose the same design in devices with different 
possibilities in terms of interaction resources. 
 
In this section we describe the solution adopted to transform pages written for a 
desktop computer into pages for a mobile phone. In our transformation we have 
classified the type of mobile phones based on the screen size and other parameters, 
which determine the number of widgets that can be supported in a presentation. We 
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thus group such devices into three categories: large, medium or small. In the 
transformation we consider that a Web page for a specific device can display a limited 
number of interactors [11] that depends on the type of platform. Obviously, the 
number of interactors supported in a desktop presentation will be greater than the 
number of interactors contained in a mobile phone presentation, so a desktop Web 
presentation will be divided into many mobile phone presentations to still support 
interactions with all the original interactors.  
 

In our transformation we consider the user interface at the concrete level. This 
provides us with some semantic information that can be useful for identifying 
meaningful ways to split the desktop presentations along with the user interface state 
information (the actual implemented elements, such as labels, images, …). We also 
consider some information from the abstract level (see Figure 5): in particular the 
abstract level indicates what type of interactors and composition operators are in the 
presentation analysed. The redesign module analyses such inputs and generates an 
abstract and concrete description for the mobile device from which it is possible to 
automatically obtain the corresponding user interfaces. The redesign module also 
decides how abstract interactors and composition operators should be implemented in 
the target mobile platform. Thus, settings and attributes should change consequently 
depending on the platform. For example, a grouping operator can be represented by a 
field set in a desktop page but not in a page for a small mobile phone.  

Abstract User 
Interface 

Abstract User
Interface 

 
Concrete User

Interface 

Redesign 

Concrete User 
Interface 

Mobile User Interface Desktop User Interface 
 

Fig. 5. The architecture of the redesign feature in TERESA. 

In order to automatically redesign a desktop presentation for a mobile presentation we 
need to consider the limits of the available resources and semantic information. If we 
only consider the physical limitations we could divide large pages into small pages 
which are not meaningful. To avoid this, we also consider the composition operators 
indicated in the presentation specification. To this end, the algorithm tries to maintain 
groups of interactors (that are composed through some operator) for each page, thus 
preserving the communication goals of the designer. However, this is not always 
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possible because of the limitations of the target platform. In this case, the algorithm 
aims to equally distribute the interactors into presentations of the mobile device. For 
example if the number of interactors supported for a large mobile presentation is six, 
and a desktop presentation contains a Grouping with eight interactors, this can be 
transformed into two mobile presentations, each one containing respectively a 
Grouping of four interactors. Since the composition operators capture semantic 
relations that designers want to communicate to users, this seems to be a good 
criterion for identifying the elements that are logically related and should be in the 
same presentation. In addition, the splitting of the pages requires a change in the 
navigation structure with the need of additional navigator interactors that allow the 
access to the newly created pages. The transformation also considers the possibility of 
modifying some interface elements. For example, the images are either resized or 
removed if there is no room for them in the resulting interfaces.  
 
 

 
Fig. 6. Example of desktop Web user interface. 

 
In order to explain the transformation we can consider a specific example of a desktop 
Web site and see how one of its pages (Figure 6) can be transformed using our 
method. The automatic transformation starts with the XML specification of the 
Concrete Desktop User Interface and creates the corresponding DOM tree-structure. 
The concrete user interface contains interactors (such as text, image, text_edit, 
single_choice, multiple_choice, control, etc) and composition operators (grouping, 
ordering, hierarchy or relation) which define how to structure them. A composition 

Grouping 1 Grouping 0 
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operator can contain other interactors and also other composition operators. Figure 7 
represents the tree-structure of the XML file for the desktop_ Download presentation 
shown in Figure 6. 
 
 

R0              
              
Download 
Software 

Please 
fill 
the… 

G0 G1 G2          

              

Name Last 
Name 

Organi
zation 

Email City Country Purp
ose 

 List 
Subscr. 

 Langu
age 

Syste
m 

 Submit Cancel 

Fig. 7.  Tree-structure of XML file for the “desktop_Download” presentation. 

 
The resulting structure contains the following elements: 
 

- composition operator R0 , contains 2 interactors (“Download Software”, 
“Please fill the form…”) and 3 groupings (G0, G1, G2); 

- composition operator G0 , contains 8 interactors (Name, Lastname, 
Organization, Email, City, Country, Purpose, List Subscription); 

- composition operator G1 , contains 2 interactors (Language, System); 
- composition operator G2, contains 2 interactors (Submit,Cancel); 
 

The relation operator involves all the elements of the page: the elementary 
description interactor “Download Software”, the elementary text interactor “Please 
fill in the form…” and the elements made up of the three aforementioned grouping 
operators. In general, the relation operator identifies a relation between the last 
element and all the other elements involved in the operator. In this case, the last 
element is represented by the composition operator G2 which groups the “Submit” 
and “Cancel” buttons. In Figure 7 we can see the names of the interactors used in the 
desktop_Download presentation. There are also two grouping operators (G0 and G1) 
representing the two fieldsets in the user interface in Figure 6 and a grouping operator 
(G2 ) involving the two buttons “Submit” and “Cancel”.  

 
Overall, this desktop presentation contains 14 interactors, which are too many for a 
mobile phone presentation. We assume that a presentation for a large mobile phone 
(such as a smartphone) can contain a maximum number of six interactors. Our 
transformation divides the “desktop_Download” presentation of the example into four 
presentations for mobile devices. Considering the tree structure of the XML 
specification of the Concrete User Interface in Figure 7, the algorithm makes a depth 
first visit starting with the root, and generates the mobile presentations by inserting 
elements contained in each level until the maximum number of widgets supported by 
the target platform is reached. 
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The algorithm substitutes each composition operator (in the example G0 and G1) that 
cannot fit in the presentation with a link pointing to a mobile presentation containing 
their first elements. In this case the two links point to the mobile_Download2 and 
mobile_Download4 presentations, which contain the first elements of G0 (i.e., 
“Name”) and the first elements of G1 (i.e., “Language”), respectively. 
 
So looking at the example, the algorithm begins to insert elements in the first 
“mobile_Download1” presentation and when it finds a composition operator (such as 
G0), it starts to generate a new mobile presentation with its elements; so we obtain: 

 
mobile_download1 =  {R(“Download Software”, “Please fill the form…”, G0, ….)} 
 
The composition operator for the elements in mobile_Download1 is the Relation R0. 
Continuing the visit, the algorithm explores the composition operator G0. It has 8 
elements but they cannot fit in a single new presentation. Thus, two presentations are 
created and the algorithm distributes the elements equally between them. We obtain: 
 
mobile_Download2 = {G(Name, Lastname, Organization, Email)} 
mobile_Download3 = {G(City, Country, Purpose, List Subscription)} 
 
The composition operator for these two mobile presentations is grouping because the 
elements are part of G0. The depth first visit of the tree continues and reaches G1. It 
inserts a corresponding link in the mobile_Download1 presentation, which points to 
the new generated mobile_Download4 presentation where it inserts the elements of 
G1. 
 
Finally, we obtain: 
 
mobile_Download1 =  { R(“Download Software”,  “Please fill the form…”, G0, G1, 
G2) } 
mobile_Download2 = {G(Name, Lastname, Organization, Email)} 
mobile_Download3 = {G(City, Country, Purpose,List Subscription)} 
mobile_Download4 = {G(Language, System)} 
 
The entire last element of a Relation should be in the same presentation containing the 
elements composed by a Relation composition operator because it is the element that 
defines the association with the others elements. When the last element is another 
composition of elements (such as G2), it is inserted into the presentation completely. 
 
Thus, mobile_Download1 presentation becomes: 

 
mobile_Download1 =  { R(“Download Software”,  “Please fill the form…”, “Form – 
part 1”, “Form – Part 2”, G(Submit,Cancel) ) } 

 
Figure 8 shows the resulting presentations for the mobile device. 
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Fig. 8.  Result of example desktop page transformed into four mobile pages. 

4.1. Connections 

The XML specifications of concrete and abstract interfaces also contain tags for 
connections (elementary_connections or complex_connections). An 
elementary_connection permits moving from one presentation to another and is 
triggered by a single interactor. A complex_connection is triggered when a Boolean 
condition related to multiple interactors is satisfied.  

The transformation creates the following connections among the presentations for 
the mobile phone: 

x original connections of desktop presentations are associated to the mobile 
presentations that contain the interactor triggering the transition. In the 
example the connection associated with the  “Submit” button is asociated 
with the mobile_Download1 presentation. The destination for each of these 
connections is the first mobile presentation obtained from the splitting of the 
original desktop destination presentations;  

mobile_Download1 

mobile_Download2 mobile_Download3 

mobile_Download4 
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x composition operators that are substituted by a link introduce new 
connections to presentations containing the first interactor associated with 
the composition operators. In the example, we have two new links “Form - 
Part 1” and “Form – Part 2” which support access to the pages associated 
with the first interactor of G0 and the first interactor of G1 respectively: 

 

mobile_Download1 =====  Form – Part 1  ======>  
mobile_Download2 

mobile_Download1 ====  Form – Part 2 ======>  mobile_Download4 

 

x when a set of interactors composed through a specific operator has been split 
into multiple presentations we need to introduce new connections to navigate 
through the new mobile presentations. In the example previous and next 
links have been introduced automatically by the tool and we obtain the 
following connections: 

 

mobile_Download2 =====  next  ======>  mobile_Download3 

mobile_Download3 =====  prev  ======>  mobile_Download2 

 

the connections above, are useful to navigate between presentations 
“mobile_Download2” and “mobile_Download3” which contain the results of 
the splitting of the G0 elements. 

 

 mobile_Download2 =====  home  ======>  mobile_Download1 
mobile_Download4 =====  home  ======>  mobile_Download1 
 
the connections above are the corresponding connections for going back 
from presentations containing the first elements to presentations containing 
the links to the newly created pages. In the example, we have the “Form – 
Part 1” link, which is contained in “mobile_Download1” presentation. 
Likewise, we have the “Form – Part 2” link contained in 
“mobile_Download1” presentation. Thus, we need two home links that allow 
going back to mobile_Downolad1 from mobile_Download2 and 
mobile_Download4. 

 

x complex desktop connections may need to be split into elementary 
connections if the associated interactors are included in different mobile 
presentations (in the example of Figure 6 there are no complex connections). 
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4.2. Other considerations 

Our transformation addresses a number of further issues. Attributes for desktop 
presentations must be adapted to mobile presentations. For example, the maximum 
dimension for a font used in a desktop presentation different from the maximum for a 
mobile device, and consequently large fonts are resized. The transformation of 
desktop presentations containing images produces mobile presentations also 
containing images only if the target mobile devices support them. Because of the 
dimension of mobile screens, original desktop images need to be resized for the 
specific mobile device. In our classification, images are only supported by large and 
medium mobile phones. 

In consideration of the screen size of most common models of mobile phones 
currently on the market, we have calculated two distinct average screen dimensions: 
one for large models and another for medium size. From these two average screen 
dimensions (in pixels), we have deduced the reasonable max dimensions for an image 
in a presentation for both large and medium devices. The transformed images for 
mobile devices maintain the same aspect ratio as those of the original desktop 
interface. In mobile_Download1 presentation we have an example of resize of image 
“Download Software”. 

Interactors often do not have the same weight (in terms of screen consumption) and  
this has consequences on presentations. From this viewpoint, single_selection and 
multiple_selection interactors can be critical depending on their cardinality. For 
example, a single_selection composed of 100 choices can be represented on a desktop 
page through a list, but this is not suitable for a mobile page because users should 
scroll a lots of items on a device with a small screen. A possible solution could be 
dividing 100 choices in 10 subgroups in alphabetical order (a-c, d-f,.. ...w-z) and each 
subgroup is connected to another page containing a pull-down menu only composed 
of the limited number of choices associated with that subgroup and not of all the 
original 100 choices. For example, the menu for selection of a Country present in 
desktop presentation can be transformed as shown in Figure 9. 
 

 
 
 
 
 
 

Fig. 9.  Transformation of a single selection interactor for desktop system into one interactor 
for mobile presentations. 

In the previous example of Figure 8 another simple solution has been applied, 
substituting the country pull-down menu of desktop_Download presentation with a 
text edit in the mobile_Download3 presentation. 
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In general, the problem of redesigning and transforming a set of presentations from 
a platform to another is not easy and often involves many complex aspects related to 
user interface design. 

5. Conclusions and Future Work 

We have presented an approach to flexible multi-user interface design. The approach 
is supported by the new version of the TERESA tool, which is publicly available at 
http://giove.isti.cnr.it/teresa.html.  

It provides designers with multiple entry points to the design process (which can be 
the task, abstract, or concrete user interface level) in order to change the results of 
automatic transformations from the task to the lower levels, and support redesign for 
different platforms. This last feature has also been considered in the CAMELEON 
project where the Vaquita tool has been used for reverse engineering of the design of 
a desktop Web interface. Its results are then input into the TERESA tool for 
redesigning for a mobile platform. 

Future work will be dedicated to integrating natural interaction techniques in this 
environment in order to allow even people with little programming experience to 
easily use it in the design of multi-device interfaces. We also plan to add a feature in 
TERESA so that when a description at a lower level is modified, then such 
modifications are reflected into the description at the upper levels. 
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Discussion 

[Stephen Gilroy] How do you deal with mis-match between interactor support on 
desktop and mobile platforms?  

[Fabio Paternò] The tool implements design criteria that take into account the 
features of the target platforms when it generates the corresponding concrete 
user interface. The next trasformation generates the final implementation in a 
language that depends on the platform. For example, it can generate XHTML 
for a desktop interface or XHTML Mobile Profile for a mobile interface. In 
case we want to support further implementation languages, such as WML, 
we only need to add a transformation from the concrete description for 
mobile devices to such implementation language. This transformation has to 
take into account the specific features of the new implementation language 
considered but it is easy to implement it because there is little distance in 
terms of levels of abstractions between the concrete description and the 
implementation language.  

 
[José Macías] If I understand well, Teresa does the forward engineering and 
WebRevEnge does the reverse engineering one. Have you thought of combining both 
tools to obtain the whole cycle?  

[Fabio Paternò] Yes, this is the natural evolution of this research, and we 
think it will be very interesting to have a single tool able to suppport various 
levels of forward and reverse engineering.  
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[José Macias] How can you get the task model from an HTML page in WebRevEnge?  
[Fabio Paternò] We have analysed the most usual tasks of web applications 
and then we have built a tool that it is able to analyze the HTML code and 
identify first the corresponding basic tasks, next the tasks that are 
semantically related and consequently can be considered sub-task of a 
common higher level task, and then the temporal relations among tasks 
supported in one page or across multiple pages. Following this type of 
approach we have identified a good number of rules that are supported by the 
WebRevEnge tool, which is publicly available and documented in a journal 
publication.  

 
[Jürgen Ziegler] Can the tool decide when a model is too complex to map to a mobile 
device?  

[Fabio Paternò] Not automatically; one needs to go back to the task model in 
order to identify tasks not suitable for a mobile device.  

 
[Jürgen Ziegler] Can you create alternative presentations for mobile phones instead of 
those used on desktops?  

[Fabio Paternò] The tool generates new presentations for mobile devices 
according to the rules described in the paper. To this end the content for the 
desktop version is used and, in some cases, transformed. Future work will be 
dedicated to make more flexible the content transformation.  

 
[Robbie Schaefer] Regarding the page splitting algorithm: Do you see a danger that 
user interfaces are generated which are processed in the wrong order by the user? 
What about a sequential approach?  

[Fabio Paternò] Our transformation provides results in which users have some 
flexibility in the choice of the order to follow when accessing the mobile pages. 
Users may be reluctant to process long sequences of pages on mobile phones. User 
evaluation has to show whether our design decision is the most appropriate. 
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Abstract. Software design is a team activity, and designing effective tools to 
support collaborative software design is a challenging task. Designers work 
together in a variety of different styles, and move frequently between these 
styles throughout the course of their work. As a result, software design tools 
need to support a variety of collaborative styles, and support fluid movement 
between these styles. This paper presents the Software Design Board, a 
prototype collaborative design tool supporting a variety of styles of 
collaboration, and facilitating transitions between them. The design of Software 
Design Board was motivated by empirical research demonstrating the 
importance of such support in collaborative software design, as well as activity 
analysis identifying the lack of support in existing tools for different styles of 
collaboration and transitions between them. 

1 Introduction 

The design of large, complex software systems is a team activity. A study by 
DeMarco and Lister found that developers working on large projects spend up to 70% 
of their time collaborating with others [6], while Jones found that team activities 
account for 85% of costs in large scale development projects [18]. This degree of 
interactivity between team members has necessitated the development of tools that 
can support collaboration within the software design process. 

Designing effective collaborative design tools is a challenging task. In addition to 
technical and implementation issues associated with concurrent and/or distributed 
work, designers are hampered by a lack of data on how groups work together in 
software design. Collaborative applications are too often developed based on the 
individual experience of the designer, rather than on detailed study of the target user 
group and target tasks. This can result in tools that are neither useful nor usable. 
Even when user-centred design techniques are applied, the results are often tailored 
to the needs of single users, without sufficient support for collaborative work [10]. 

To better support collaborative work, software design tools need to support a 
variety of workstyles for collaborative interaction, as well as support fluid transitions 
between these workstyles. A workstyle is a characterization of the style of interaction 
employed by a group of collaborators, or supported by an interactive tool [36]. For 
example, co-located collaborators working at a whiteboard are engaged in an entirely 
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different workstyle than distributed collaborators asynchronously sharing a document 
stored in a repository. In earlier work, we have shown that members of collaborative 
groups interact with each other through a variety of workstyles, and move frequently 
between different workstyles throughout the course of their interactions [37].  

In this paper, we present a prototype collaborative software design tool, the 
Software Design Board. Software Design Board supports a variety of workstyles 
appropriate to the early stages of software development, and facilitates transitions 
between them. The functional requirements of the tool are informed by studies of 
existing design tools and by results of empirical research into collaborative software 
design activities. In presenting Software Design Board, we begin with a brief 
examination of related tools in the domain. As Software Design Board is primarily 
intended for use with an electronic whiteboard, these related tools are those that 
support software design through the use of informal media. Next, we present the 
empirical research that motivated the importance of supporting transitions in 
workstyle in collaborative design. We then introduce a model for characterizing styles 
of collaborative work, and show how this model is used to identify mismatches 
between collaborative activities and existing tool support. Finally, we introduce the 
Software Design Board and show how it supports a variety of important workstyles 
and workstyle transitions. 

2 Tools Supporting Collaborative Software Design through Informal 
Media 

People often carry out design work using informal media such as paper or 
whiteboards [20]. Particularly in the early stages of design, informal media are 
appropriate as they allow design diagrams to be quickly and fluidly sketched [34]. 
Computational analogues of such informal media include electronic whiteboards, data 
tablets and stylus input for computers. Tools supporting interaction with informal 
media attempt to extend the free form, fluid interaction afforded by physical informal 
media to these computational counterparts. 

The main advantage of informal media tools is that they support a natural working 
style without imposing significant cognitive overhead on the user through 
heavyweight interaction mechanisms. They allow users to use the tool transparently, 
without having to think about the tool itself. The drawback of many of these tools is 
the limited, or non-existent, support for movement towards more formal, structured 
work. This lack of support may limit development as a design evolves and begins to 
require more formal treatment. Also, many of these tools are intended to be general-
purpose, and lack features that may be useful in the early stages of software design. 

We identify three subcategories of these tools. In each, we consider an archetype 
tool that is typical of the subcategory, and identify other similar tools.  

x Informal CASE Tools: These are software design tools that support interaction 
through informal media. Ideogramic UML [15] is a commercial tool that 
evolved from the Knight research project [5]. IdeogramicUML is intended to 
support the “agile” use of UML [1], meaning effective and lightweight use of 
UML. It supports a wide variety of interaction devices, including PCs, tablets, 



The Software Design Board      391 

Tablet PCs and electronic whiteboards. This tool supports gesture based 
modeling in UML, as well as free hand diagramming with no gestural 
interpretation. Furthermore, IdeogramicUML only supports co-located 
collaboration using electronic whiteboards, and requires additional tool 
support to be used by distributed teams. Other similar tools include UML 
Recognizer [21] and Tahuti [13]. 

x Enhanced Electronic Whiteboards: These are electronic whiteboard 
applications that attempt to replicate and extend the functionality of physical 
whiteboards using electronic whiteboards such as a Smartboard [28]. Flatland 
[24] is an augmented whiteboard application designed to support informal 
office work. Flatland provides various stylus-appropriate techniques for 
interaction and space management on an electronic whiteboard. Furthermore, 
it provides the ability to apply different behaviors to define application 
semantics. Flatland allows different segments on the board to respond 
differently to stylus input based on the applied semantics. However, it does not 
specifically support design tasks, but is intended to support for informal work 
in an office environment and as such can be appropriate in early software 
design tasks. Furthermore, Flatland does not support distributed collaboration, 
but only facilitates teamwork in a co-located setting. Other similar tools 
include Tivoli [25], Dolphin [30], and MagicBoard [4]. 

x Shared Drawing Tools: These tools support collaborative sketching or drawing 
tasks such as often found in early design work [31, 16] without providing 
support for any specific notation. ClearBoard [16] is a shared drawing 
program that allows two remote users to simultaneously draw in a shared 
space while providing awareness information such as hand gestures and gaze. 
It is based on the metaphor of ‘talking through, and drawing on, a big 
transparent glass board’ [16]. Clearboard also provides additional functionality 
such as simple stroke manipulations, recording of working results, as well as 
the ability to integrate generic files into the drawing space. Other similar tools 
include Commune [3], GroupSketch [11], and VideoWhiteboard [32]. 

 
Tools supporting interaction through informal media support collaboration in 

software design by facilitating unstructured interaction in a way appropriate to the 
early, creative design stages. They support an informal style of work that allows users 
to interact naturally and to use the tool transparently without imposing unnecessary 
overhead. Informal media tools support a small group of designers, and rely on social 
protocol to mediate group interaction. They typically produce informal artifacts of 
unbound semantics and free-form syntax. Most importantly for our purposes, informal 
media tools are typically independent of synchronicity or location, i.e. they support 
synchronous and asynchronous, as well as distributed and co-located interactions. 
This means they can support transitions in workstyle between 
synchronous/asynchronous and co-located and distributed styles of interaction. 
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3 Importance of Workstyles in Collaborative Software Design 

We now present the empirical research that motivated the importance of supporting 
transitions in workstyle in collaborative design. We have performed extensive 
empirical studies into the nature of collaboration in software design [37]. We 
followed 5 development groups at a large software company over a 6-week period. 
Our research illustrated that not only is significant time spent collaborating within the 
design process, but also significant time and effort is spent in transitions between 
different collaborative styles of work. For example, team members may move 
frequently between asynchronous and synchronous workstyles, or between co-located 
and distributed workstyles, throughout the course of a single workday. These 
observations highlight the need for collaborative design tools that provide support for 
performing transitions between the various activities and working styles in which 
designers engage. Although some existing tools facilitate transitions in software 
designers’ workstyles [7, 21, 12], most provide only basic communication facilities. 
More importantly, existing support for workstyle transitions is not commensurate with 
the frequency with which designers change between collaborative work styles [37, 
38]. 

During our study, team members were observed to be highly interactive, spending 
on average more than two hours per day on communication tasks. Communication 
was predominantly face to face or via telephone or email. Also, team members often 
changed various aspects of their interaction such as location, synchronicity or 
modality of communication. These results provide evidence regarding the importance 
of collaboration and communication in software design, and motivate the need to 
support these activities in software design tools. 

We also found that developers change locations frequently in order to collaborate, 
showing that on average, developers collaborated in more than 6 locations per day. 
According to interviews, this was due to a strong preference to work face-to-face. 
Many designers felt it was simpler, quicker and generally more efficient to use 
standard communication, including meeting face-to-face, than to establish remote 
interaction though tools. This often meant that people would walk up and down 
multiple flights of stairs numerous times each day to meet in person rather than use a 
telephone or another collaboration tool. These changes in location further indicate the 
frequency of workstyle transitions in collaborative software design. 

Designers were also observed to frequently change the way in which they 
communicate, and to carry on multiple, simultaneous threads of collaboration. We 
found that it is typical for designers to attend a face-to-face meeting on a topic, then 
follow up with email, ask a supplementary question by telephone, follow up with 
more email, and so forth. Within individual threads of collaboration, we observed that 
designers change the mechanism by which they communicate more than once per day 
on average. These changes often involve a change in synchronicity (e.g. a change 
from telephone to email involves a change from synchronous to asynchronous 
interaction). Moreover, developers on average carried out more than three 
simultaneous threaded interactions in the course of a single day. All of these changes, 
between communication modalities, synchronicity and collaboration groups, reflect 
transitions in workstyle. 
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The results of this study have clear implications for the design of tools supporting 
team-based software design in large companies. These results show the importance of 
flexibility with respect to how a tool supports collaboration. Changes in physical 
location, synchronicity and communication modality are frequent, and tools should be 
designed to support such changes. Current tools do not sufficiently support such 
changes, if at all. In most existing tools, changes in synchronicity and location require 
a change in modality (e.g. from face-to-face to telephone) as well, imposing 
additional overhead on designers that choose to use them. More information on these 
empirical results can be found in the full study [37]. 

3 Understanding Workstyles 

The Workstyle Model [36] allows us to characterize styles of collaborative work, 
either those employed by a group or supported by a tool. We can use these 
characterizations to identify mismatches between common activities and available 
tool support. These mismatches highlight areas where additional tool support is 
needed within a domain. Workstyle modeling complements task modeling [8] with 
supplemental information about how people communicate and coordinate their 
activities, and about the nature of the artifact to be produced. We have applied this 
model to the evaluation of how software designers collaborate, the forms of 
collaboration a wide variety of software design tools support, and to the design of the 
Software Design Board application itself. The development of the model itself was 
informed by the empirical study, presented in the previous section, as well as by 
informal laboratory studies of tools and designers. 

In order to understand the relevance of workstyle analysis, consider the task of 
creating a design in some formal diagrammatic notation. A task model can identify 
the activities involved in creating such a design: drawing and labeling nodes, 
connecting them with relations, editing and reformatting diagram elements, and so 
forth. This model of design activities might lead to the development of a tool similar 
to Rational Rose [26] permitting mouse-based structural editing of design diagrams. 
However, in addition to the tasks that need to be performed, it is important to 
understand the users’ preferred workstyle before committing to a design. Designers 
may be working in a brainstorming style, or may be recording precise documentation 
from which a system is to be built. A brainstorming workstyle is well supported by a 
whiteboard, which provides sufficient space for small groups to work, and supports a 
fluid style of interaction where multiple designers may interact with the design 
artifact in parallel. Alternatively, recording of precise documentation is well 
supported by a traditional Computer-Aided Software Engineering (CASE) tool. It is 
important to note that, though both tools support the activities identified in the task 
model, they do so in different ways that are appropriate to entirely different styles of 
work. The workstyle model helps in the analysis of peoples’ goals and tasks by 
helping to understand their preferred style of work. 

The Workstyle model characterizes a working style as an eight dimensional space 
that addresses the style of collaboration and communication between designers and 
the properties of the artifacts that are created during the collaboration. The 
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functionality of collaborative design tools can be plotted in this space to specify the 
set of workstyles that they can support. It then becomes possible to compare 
designers’ preferred workstyles to those supported by available tools and to identify 
potential task/tool mismatches. These mismatches can be used to guide the design of 
new tools that are more appropriate to particular design activities. Figure 1 depicts a 
graphical representation of the axes of Workstyle Model on which workstyle analyses 
are plotted 

3.1 Dimensions Describing Collaboration Style 

The first four dimensions of the model describe the nature of the collaboration in 
which a group is engaged, or that can be supported by a tool. They are defined as 
follows: 

x Location: The location axis refers to the distribution of the people involved in 
the collaboration. As people become more geographically distributed, 
supporting some collaborative workstyles becomes increasingly difficult [27].  

x Synchronicity: The synchronicity axis describes the temporal nature of the 
collaboration. People may work together at the same time (synchronously) or at 
different times (asynchronously).  

x Group Size: The group size axis captures the number of people involved in the 
collaboration. Support for larger groups typically comes at the expense of 
intimacy in the interaction between collaborators.  

x Coordination: This axis describes how users’ activities are coordinated, 
whether by the choice of tools they are using or through the adoption of some 
coordination model [22].  

3.2 Dimensions Describing Artifact Style 

The remaining four dimensions describe the nature of the artifacts produced by the 
group, or able to be produced by a tool. They are defined as follows: 

x Syntactic Correctness: The artifact being produced may be required to follow a 
precise syntax. This requirement may inhibit progress in early stages of design 
by forcing initially abstract designs to conform to a predetermined syntax [20, 
35]. 

x Semantic Correctness: An artifact is considered to be semantically sound if its 
meaning is unambiguous and free of contradiction. The production of 
semantically sound artifacts facilitates automated analysis and evolution.  

x Archivability: Archivability represents the difficulty of saving an artifact so 
that it can be used at a later time. For example, word processing documents 
have high archivability, as they can be saved to disk and retrieved later.  

x Modifiability: This axis represents the ease with which an artifact can be 
modified. For example, small modifications to a whiteboard drawing are 
simply performed by erasing and redrawing.  
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3.3 Applying the Workstyle Model 

The Workstyle Model can be applied to assess tools and/or the interaction style of 
users. The model can be used to evaluate the support provided by individual tools for 
various working styles, or applied to users to evaluate their working styles while 
accomplishing various tasks with preferred tools. To do so, values for each property 
are plotted on a two-dimensional representation of the model, as seen in Figure 1. A 
single workstyle is represented as a point in an eight dimensional space, while a range 
of workstyles is represented as a region in this space. Support for a single value in a 
particular property is indicated by a line intersecting the related axis, while a region 
over the axis represents support for a range of values in that property. So a plot that 
consists of a single line with no expanded areas can represent a tool or set of tools that 
supports a single, rigid workstyle. Similarly, if applied to users, the plot may represent 
a particular style of work used to accomplish some particular task. Conversely, a plot 
that covers an area of the graph may represent a tool or set of tools that supports a 
range of workstyles and transitions between them. Similarly, if applied to users, it 
may represent a change in the style of interaction that has occurred over a period of 
time. Once plotted, differences in the workstyles supported by various tools become 
visually apparent. These plots can be compared to workstyle plots of users 
accomplishing the tasks supported by those tools in their preferred manner. 
Mismatches between these plots identify tools that are not providing sufficient 
usability for their supported tasks. More detail and examples of applying the 
Workstyle Model can be found in [36, 38]. 

3.3.1 Workstyle Example – UML Design Tools 

Fig. 1.  A Workstyle comparison between UML tools and standard whiteboards in support for 
typical brainstorming activities. 
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It is useful to consider the workstyle supported by popular UML design tools such as 
Rational Rose [26]. Design tools such as these are a good fit with workstyles where 
little real-time communication with other designers is required, and where the goal is 
to create precise, archival designs. However, these design tools provide poor support 
for the early stages of design, such as brainstorming. During these phases, designers 
spend significant time on communications tasks.  

 
The inappropriateness of UML design tools for early stages of design can be 

clearly shown by examining the brainstorming workstyle. As shown in Figure 1, 
brainstorming is typically carried out by small groups working face to face, using 
free-form coordination and social protocols to determine who gets to speak or write 
next. In brainstorming, designers do not wish to be distracted by requirements to be 
syntactically correct, or even semantically sound [2, 31]. Modifiability is important 
as early designs evolve rapidly, and archivability is important to allow early designs 
to be migrated to more formal designs. 

Figure 1 clearly shows that while UML design tools may support the core tasks of 
the early stages of design, they do not support the workstyle of early design 
(brainstorming). The emphasis on asynchronous, moderated work with strong 
emphasis on syntactic correctness and semantic soundness is incompatible with the 
free-form brainstorming workstyle. A better match to the workstyle of early design is 
the workstyle supported by standard whiteboards. These tools support small groups of 
co-located users working synchronously, and rely upon social protocol to mediate 
user interaction. They impose no requirements on syntax, nor do they interpret any 
semantic meaning from the input.. The main incompatibility of these tools to the 
brainstorming workstyle is the limited ability to easily archive artifacts created on the 
board.  

In this example, we have seen how workstyle analysis can be applied to a tool and 
compared to the workstyle of the collaborative activities in which it may be used. 
Such comparisons can highlight incompatibilities between a tool and the way in 
which it will be used within a particular context. Through this mechanism, tools can 
be selected for use in particular contexts to provide better usability to users carrying 
out their tasks. 

4 Software Design Board: Supporting Workstyle Transitions in 
Software Design 

Based on the findings from our empirical study into collaboration in software design, 
as well as workstyle analyses revealing inadequacies of existing design tools, we 
developed the Software Design Board to facilitate transitions between some common 
working styles as described by the Workstyle Model. This is achieved through the 
integration of informal media and flexible collaboration mechanisms, as well as 
support for migration between different software tools, devices and collaborative 
contexts. These facilities are intended to support fluid transitions between the some of 
the different styles of work in which designers are frequently engaged, specifically 
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synchronous/asynchronous and/or co-located/distributed collaboration, and more 
generally, formal/informal interactions. 

4.1 Functional Requirements 

The functional requirements for the Software Design Board evolved from 
workstyle analyses of existing tools and of developers in the early stages of software 
design. For example, workstyle analyses of existing tools for collaborative software 
design revealed that each support only a single or limited set of collaborative 
workstyles. Furthermore, the empirical studies described in Section 3 revealed a 
variety of behavioral patterns in which developers frequently engage. Most 
importantly, the study found that team members regularly changed the nature of their 
interactions with each other in terms of synchronicity, location and modality. The 
results have specific implications on tool design; tools should be designed to support 
these frequent changes in workstyle.  

All of these findings reveal some open problems in the area of tool support for 
collaborative software design, and motivated the functional requirements driving the 
design of Software Design Board. Specifically, the following are aspects of 
collaborative design that are poorly supported in existing tools:  
x Unsupported Workstyles: Workstyle analyses of existing tools revealed that some 

workstyles are not supported by any individual class of tools. For example, large 
groups of synchronous collaborators, whether distributed or co-located, are not 
well supported by any available tool. This may be a result of hardware restrictions, 
or the limited applicability of such workstyles in practice. Additionally, no existing 
tools allow free-form interaction while supporting the creation of syntactically and 
semantically refined artifacts. Even informal CASE tools such as IdeogramicUML 
[15] employ a gesture-based syntax that places restrictions on free-form 
interaction. 

x Functional Requirement 1: Support the freehand creation of 
syntactically correct UML diagrams. 

x Lack of Support for Workstyle Evolution: Workstyle analysis of existing tools 
revealed that individual tools only support a single or limited set of workstyles, and 
provide little or no support for movement between workstyles. However, our 
empirical investigations found that designers frequently move between 
synchronous/asynchronous and collocated/distributed styles of interaction. 
Additionally, transitions between workstyles often involve changes between 
interaction devices. For example, moving from an informal to a more formal 
workstyle may involve switching from an electronic whiteboard to a PC. Available 
tools do not sufficiently support migration between devices. 

x Functional Requirement 2: Support transitions between synchronous 
and asynchronous styles of collaboration. 

x Functional Requirement 3: Support transitions between collocated and 
distributed styles of collaboration. 

x Functional Requirement 4: Support transitions between physical 
devices. 
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x Lack of Support for Multiple Collaborative Contexts: In addition to frequently 
changing their collaborative workstyle, the results of the study presented in Section 
3 show that individual designers also switch amongst a number of concurrent 
collaborative contexts. This means that they frequently move between multiple 
interactions with different groups. For example, a given designer may be 
participating in a number of concurrent projects or tasks, and may frequently 
switch their focus from one project to another. Furthermore, designers may 
participate concurrently in multiple collaborative contexts.  

x Functional Requirement 5: Support transitions between collaborative 
contexts. 

x Limited of Support for Integration of Existing Applications: Current meta-tools that 
support sharing of existing applications, such as Netmeeting [23], impose 
significant restrictions on collaboration that can be inappropriate to many of the 
important workstyles found identified during the empirical study. Mechanisms for 
integrating existing tools into a variety of collaborative workstyles would allow 
designers to collaborate on wide variety of tasks without giving up their preferred 
tools for accomplishing those tasks. 

x Functional Requirement 6: Support integration of existing applications 
into all supported workstyles. 

4.2 Overview of the Software Design Board 

The Software Design Board (SDB) is a shared whiteboard application with additional 
functionality that supports collaborative software design. As seen in Figure 2, user 
interaction with this tool is similar to a typical interaction with a standard whiteboard. 

 

 
Fig. 2.  Using Software Design Board. 
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Typical sessions using the tool via different devices are depicted in Figure 3. When 
used on a PC, the interface supports drawing using a typical structured drawing tool. 
Functionality is accessed through typical drop-down menus. When used on an 
electronic whiteboard or tablet PC, the user interface supports unstructured pen input 
of stroke information for freehand data such as diagrams, annotations, notes and lists. 

This feature is in partial support of Functional Requirement 1 (Support the 
freehand creation of syntactically correct UML diagrams). Unstructured stylus-based 
input also provides the basis for lightweight user interaction with the tool. 
Furthermore, an integrated structure recognizer [9] supports automated translation of 
freehand diagrams into a more structured format appropriate for interpretation as 
UML or any other box-and-arrow notation. This functionality is similar to other tools 
[5, 21]. An example of this recognition functionality applied to a simple diagram is 
depicted in Figure 4. 

In addition, objects can be placed on the board in and amongst the free hand data. 
These objects can include design documents or diagrams that may be browsed and 
annotated, or external programs that can execute other functionality. For example, a 
design document may be embedded into some area of the board allowing it to be 
communally browsed and annotated within the context of the other data on the board. 
This document is opened and displayed within the tool with which it was created, and 
all of that tool’s functionality is accessible through the SDB’s interface. This 
functionality supports Functional Requirement 6 (Support integration of existing 
applications into all supported workstyles). A typical session with an embedded 
design artifact is depicted in Figure 5. 

 

 
Fig. 3. Typical single-user sessions in Software Design Board. A PC user manipulates 

structured drawing elements and text, and interacts through drop-down menus. A whiteboard 
user draws free hand, and interacts through pie menus and gesture-based commands. 

 
In order to support collaboration, the tool integrates communication and sharing 

mechanisms. For example, gesture transmission is supported within the context of 
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synchronously shared whiteboard space. Voice communication mechanisms are 
planned, but not yet implemented. Additionally, any OLE-based communication tool 
can be integrated into the whiteboard space. 

 

Fig. 4: Applying the syntax recognizer to a freehand diagram. Hand drawn elements such as 
circles, squares and arrows are recognized and converted into structured drawing elements. 

These communication objects are embedded and manipulated directly within the 
context of the board, and are maintained with the rest of the data on the board. For 
example, external applications such as web browsers or media streams may be 
embedded in the board space and used for communication. These communication 
mechanisms support Functional Requirement 2 (Support transitions between 
synchronous and asynchronous styles of collaboration) and Functional Requirement 3 
(Support transitions between co-located and distributed styles of collaboration) by 
allowing the simultaneous use of functionality supporting all of these styles of 
interaction within a single application. 
The whiteboard space can be divided into any number of segments. These segments 
allow data to be shared in different ways. Generally, a segment is an area in the board 
containing contextually related data. As with a regular whiteboard, a user explicitly 
specifies the segmentation of data in the board through delineating strokes, e.g. a 
surrounding box or circle. Segments can be shared with others to allow users of other 
SDB clients to connect and synchronously interact with each other and share data. To 
share segments asynchronously, another client connects and copies the content of the 
segment to his/her local client. This data can then be manipulated without affecting 
the data in the original segment. Diverging copies of segments may be manually or 
automatically reconciled, if possible. When shared synchronously, data in a shared 
segment is viewed in decoupled WYSIWIS [29] fashion. Furthermore, at any time a 
user can change the way in which segments are shared. Synchronously shared 
segments can be easily detached and shared asynchronously, and vice versa. Gesture 
information is automatically transmitted between synchronously shared segments via 
telepointers. This functionality also supports Functional Requirement 2 (Support 
transitions between synchronous and asynchronous styles of collaboration) and 
Functional Requirement 3 (Support transitions between co-located and distributed 
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styles of collaboration), by providing the mechanism by which users can freely and 
fluidly move between (synchronously or asynchronously) shared and private data.  
 

 

Fig. 5. A design document embedded in a Software Design Board session. 

Furthermore, on any SDB client, different segments may be shared concurrently and 
in different ways, between different groups. This functionality supports Functional 
Requirement 5 (Support transitions between collaborative contexts), by allowing 
users to move freely between different collaborative interactions contained within 
each segment. A typical session involving segment sharing is depicted in Figure 6.   

Software Design Board implements a plastic interface [33] that can be used on 
different hardware devices. While the main platform for this application is an 
electronic whiteboard, it can also be accessed from a PC with or without an associated 
tablet. Widget-level plasticity supports appropriate interaction through each type of 
device [17]. For example, whiteboard users can use pie-menus and gesture based 
commands that are more appropriate to their stylus-based interfaces, while PC clients 
can use traditionally structured pull-down menus systems. There is also the potential 
to develop clients that facilitate access from a PDA or any other appropriate device. 
The interaction allowed by each interface is appropriate to the specific device. For 
example, interaction through a PDA would be greatly limited as compared to an 
interaction at a SmartBoard, and drawing facilities on a mouse-based PC client may 
be more structured than those on the SmartBoard, in order to accommodate the 
associated input mechanism. This functionality is in support of Functional 
Requirement 4 (Support transitions between physical devices). 
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Fig. 6.The segment with ID binkley||-10 is shared between Baha and Nick. Baha’s mouse 
pointer appears as a telepointer on Nick’s client. Nick is concurrently sharing a different 

segment, with ID Desktop-64, with James. 

Device appropriate interfaces allow users to interact with the application through 
any available or preferred hardware, and freely migrate between device types, as long 
as the limitations of the hardware are accepted. Migration between tools and devices 
is further supported by the segmentation of data. Segmentation facilitates data 
plasticity, wherein types of data within a segment can be manipulated appropriately in 
the context of a given device or application. If a segment is known to contain data of a 
particular type, then it can be interpreted or formatted appropriately for any specific 
device or tool. For example, if a segment is known to contain a UML diagram, then it 
can be interpreted and migrated via XML into an appropriate UML-based CASE tool. 

In addition to the functionality described above, a variety of additional features are 
integrated into the user interface to facilitate interaction with the Software Design 
Board. Unlike a regular whiteboard, a session in the SDB can be essentially 
unbounded in size. To facilitate navigation, the interface to the workspace is 
scrollable and zoomable. If a more structured input mechanism is desired at the 
whiteboard, a floating keyboard and/or structured drawing palette can be made 
available through menu options. These options can be accessed from context sensitive 
and device appropriate menu systems. Finally, all functionality is available through 
both context sensitive pull-down menus and pie-menus that facilitate gesture-based 
commands. This allows advanced users to use the tool more effectively by bypassing 
the menu structure. 



The Software Design Board      403 

4.3 Workstyle Transitions in Software Design Board 

We now consider some simple scenarios that illustrate how Software Design Board 
can be used to perform some common transitions between workstyles. This is not 
intended as a set of instructions for performing the indicated transition, but rather as 
examples of how such transitions are supported within the tool. Additionally, it is 
intended to demonstrate the ease with these transitions can be performed within the 
tool. 
x Distribution Transitions: A group of co-located collaborators works together 

around an electronic whiteboard (a co-located workstyle). They want to share their 
work with a remotely located group. They draw a box around their current work in 
order to define a segment, and use a simple gesture command to share that segment 
with the remote group. The availability of the remote group is indicated via the 
context-sensitive pie menus [14, 19] that structure the gesture. At the remote site, a 
change in the entry structure of the menu system indicates the availability of a 
newly shared segment. The remote group creates a local segment in their 
workspace, and uses a similar gesture to attach their segment to that which was 
newly shared with them. Synchronized copies of the original data now appear in 
both group’s segments, and telepointers appear to provide a sense of awareness of 
the actions of each group to the other. The two groups now collaborate in this 
distributed workstyle. 

x Synchronicity Transitions: A group of users interacts synchronously with data 
contained in a shared segment (a synchronous workstyle). Each user performs 
updates that are immediately reflected in every other user’s view of the data. They 
decide to work separately so that each user may concentrate on a particular aspect 
of the data. Each user detaches his/her segment from the shared session, and is left 
with a local copy of the data to which asynchronous updates can be performed. 
Now each user interacts with the data in their local copy (an asynchronous 
workstyle).  

x Device Transitions: A user is drawing a design on an electronic whiteboard. Using 
the piemenu structure and gesture commands, he invokes the recognizer and 
converts the freehand design to a structured drawing. He then creates a shared 
segment containing the diagram on the whiteboard. He moves to his PC and starts 
the Software Design Board client. Using the traditional pull-down menu structure, 
he creates a segment, attaches it to the shared segment he previously created at the 
whiteboard. He continues to work on that diagram from the PC, manipulating the 
structured elements in a manner appropriate for mouse-based interaction. 

x Context Transitions: A user maintains two different shared segments in his 
Software Design Board workspace. Each segment is shared between a different 
group of colleagues with whom he collaborates, and therefore each segment 
maintains completely different data (each maintains a different work context). 
Through the course of the day he scrolls the workspace back and forth between 
those segments in order to interact with the different groups as required. 

x Syntax Transitions: A group of co-located users are brainstorming and free hand 
drawing a design on a whiteboard. Eventually, the drawing becomes too large and 
convoluted to easily manipulate in this manner. Some elements consume a 
disproportionate amount of board space; others overlap due to the freeform 
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development of the diagram. The designers want to move the work into a 
structured drawing editor to clean up the drawing and continue work. They use a 
gesture command to select all relevant drawing elements, then another gesture to 
invoke the syntax recognizer. The drawing is automatically converted to discrete, 
structured drawing elements such as boxes, circles and arrows. A third gesture is 
used to invoke a ‘Send To…’ command, which causes the newly structured 
elements to be opened within a structured drawing editor. The group now 
restructures their drawing, and continues to work. 

x Semantic Transitions: A group of users has completed a freehand design diagram 
on a whiteboard. The users invoke the syntax recognizer to structure their drawing, 
as described above. Next, they use a gesture command to reselect all drawing 
elements, and another gesture to invoke the UML semantic interpreter. The 
structured drawing is automatically interpreted as a simplified UML class 
diagram– boxes are converted to classes, open arrows as generalizations, closed 
arrows as aggregations. A third gesture is used to invoke a ‘Send To…’ command, 
which causes the newly structured elements to be opened within a UML editor for 
further manipulation. 

4.4 Current Status of the Implementation 

The Software Design Board application is currently a functional research prototype. 
Most of the functionality described in the previous sections exists, either wholly or 
partially, though some core functionality remains to be implemented. Functionality 
for moving, resizing and copying freehand elements still remains to be implemented, 
and structured drawing functionality and other PC-based interaction techniques are 
less developed. Distributed, synchronous sharing is currently limited to drawing data; 
synchronous application sharing functionality is only partially implemented and not 
yet functional. The functionality for implementing syntax transitions is not fully 
implemented. An XML DTD has been developed to describe these recognized free-
hand diagrams, and standalone code for writing and reading these XML documents 
exists. However, this code has not yet been integrated with the Software Design 
Board application. Finally, only limited work has been done toward supporting 
semantic transitions, i.e. applying a semantic interpretation to the syntactic structure 
of the drawing described by the XML document. This work has been limited by the 
limited implementation supporting syntax transitions. As the functionality evolves to 
more completely support the syntax transition, so too will the functionality supporting 
the semantic transition. 

5 Conclusions 

In this paper, we have introduced a prototype collaborative software design tool, the 
Software Design Board. Software Design Board supports a variety of workstyles 
important in the early stages of software development, and facilitates transitions 
between them. The functional requirements for the tool evolved from workstyle 
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analysis of existing design tools and from results of empirical research into 
collaborative software design activities.  

The need to support workstyle transitions in tools for collaborative software design 
stems from the fact that designers switch amongst numerous collaborative styles 
throughout the course of the their work. Many factors influence the style in which 
they may choose to work (their workstyle), including the task at hand, availability of 
tools, distribution of collaborators, and personal preferences. These influences change 
frequently, thus designers often migrate between workstyles in response to such 
changes. Unfortunately, there are obstacles to such transitions. These may include 
having to recreate work artifacts in the format of a new tool, interruption of the flow 
of work, or physical relocation. Such obstacles may prove sufficiently burdensome 
that designers choose to continue to work in a style that is inappropriate for their 
current context. These obstacles exist because the variety of workstyles and workstyle 
transitions in which designers engage are not well supported by most existing design 
tools. Most of these tools are designed to support a single or limited set of workstyles, 
and their architectures are generally not capable of handling the dynamic changes in 
workstyle that are typical of collaborative design.  

Software Design Board was developed to address some of these shortcomings and 
to support designers in some of the common workstyles and transitions in workstyle 
in which they frequently engage. Specifically, Software Design Board supports 
designers working synchronously/asynchronously, distributed/collocated and more 
generally, formally/informally. It supports the creation of syntactically bound or free-
from artifacts, can be used through a variety of physical devices, and facilitates 
collaboration in multiple, concurrent contexts. 
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Discussion 

[Philippe Palanque] As you use the work style axes as a mean for evaluating the 
adequacy between tool and a work style do you not need more detailed information 
for each axes?  

[Nick Graham] All the axes are continuous and we use them more as an 
informational tool - we worked on making the axes more precise but we did 
not find it to be more useful.  

 
[Jürgen Ziegler?] Are the dimensions independent or are there interrelationships 
between eg. modifiability and degree of semantic correctness?  

[Nick Graham] I think we can come up with examples for each pair of axes 
where you could be at either extreme and if you think of each pair of axes 
that the extremes are presented as cross products of all four possible 
positions, then we can come up with examples of all four positions for all the 
axis pairs, so we are quite confident that axes are orthogonal.  

 
[Grigori Evreinov] Did you think of using parallel coordinate systems?  

[Nick Graham] No, that would be interesting; do you think that would be 
better?  

 
[Grigori Evreinov] Yes, we have Information Visualization Research Group in our 
Department (http://www.cs.uta.fi/~hs/iv/) and the parallel coordinates system is 
presented on their site, so you can try it! or ask about the author Harry Siirtola 

[Nick Graham] That would be interesting!  
 

[Jörg Roth] Your work style model reminds me of the Denver model from 1996 (they 
have 2 diagrams with 5 axes each instead of your 8)?  

[Nick Graham] There are similar in the sense that they are both related to 
groupware and presented as "quiviant diagrams". Beyond that the axes are 
actually very different to my recollection! I have compared to the Denver 
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model, but to give you a proper answer I would have to look at the Denver 
model again, because I cannot remember the axes exactly!  

 
[Michael Harrison] One of the interesting things about collaborative work is that, just 
like we have had this conference I will go away to a room and do some work and 
maybe have some ideas and produce some notes. Next time we have a collaborative 
meeting I may want to fold that back in to the collaboration and I was not sure how 
that kind of continuity could be achieved. This characterises different collaborative 
models whereas that is not essentially a collaboration model, but it is essential to the 
process of collaboration.  

[Nick Graham] That would be considered a tool transition, so one tool is pen 
and paper and the other your designed word software. We are very interested 
in that, so one approach is to say it would be wonderful if you had electronic 
paper that you had been scrip ling on and that could be imported right in to 
the tool, a poor mans approach to that would be to scan it, a really poor mans 
approach would be to sit and type it in. So those are examples of how 
transitions can be easy or hard. The whole goal is certainly to find ways of 
making the transition easier so that people are more likely to do them.  

 
[Hong-Mei Chen, University of Hawaii] The Work style model you presented here 
seems to be domain-specific to software design in your empirical case studies and not 
applicable to other kind of collaborative work. For instance, some brain storming 
tasks (as studied in Group Decision Support Systems - GDSS) consider important 
factors such as social cues and anonymity to be important.  

[Nick Graham] I agree with you that there are many other axes that we could 
put in and we have actually studied it in IFIP WG 2.7/13.4 and discussed the 
kind of transitions that would come up, e.g. with respect to privacy. An 
example could be a situation where you start out in a context where privacy 
is not important to you and the all of a sudden you are asked to enter your 
credit card information and privacy becomes very important to you. This just 
to say, that these are also important issues and we do not claim to have 
solved every issue in the world. We have used this model in other domain, 
but will not make any claims that this is applicable to any domain and maybe 
we will come back next year with the  40 dimensions version!  

 
[Rick Kazman] How do you deal with multiple updates to a single document when 
people work asynchronously but they want to merge their work?  

[Nick Graham] We do not support merging in general since it is a difficult 
problem, but we do support merging of the whiteboard freehand drawings. 
Merging MS Word documents alone is big problem in it self!  

 
[Rick Kazman] Are you aware of any general solution to the multiple merge 
problems?  

[Nick Graham] No, all the solutions I have seen are point solutions often 
commercial, such as for MS Word, but no good general solutions. 
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Abstract. Collaborative software development presents a variety of 
coordination and communication problems, particularly when teams are 
geographically distributed. One reason for these problems is the difficulty of 
staying aware of others – keeping track of information about who is working on 
the project, who is active, and what tasks people have been working on. Current 
software development environments do not show much information about 
people, and developers often must use text-based tools to determine what is 
happening in the group. We have built a system that assists distributed 
developers in maintaining awareness of others. ProjectWatcher observes fine-
grained user edits and presents that information visually on a representation of a 
project’s artifacts. The system displays general awareness information and also 
provides a resource for more detailed questions about others’ activities. 

1. Introduction 

Software projects are most often carried out in a collaborative fashion. The 
complexities of software and the interdependencies between modules mean that these 
projects present collaborators with several coordination and communication problems. 
When development teams are geographically distributed, these problems often 
become much more serious [2,10,11,14]. Even though projects are often organized to 
try and make modules independent of one another, dependencies cannot be totally 
removed [14]. As a result, situations can arise where team members duplicate work, 
overwrite changes, make incorrect assumptions about another person’s intentions, or 
write code that adversely affects another part of the project [10].  

These problems occur because of a lack of awareness about what is happening in 
other parts of the project. Most development tools and environments do not make it 
easy to maintain awareness of others’ activities [10]. Current tools are focused around 
the artifacts of collaboration rather than people’s activities (e.g., the files in a 
repository rather than the actions people have taken with them). An artifact-based 
approach is clearly necessary for certain types of work, but without better information 
about people, smooth collaboration becomes difficult. Awareness is a design concept 
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that holds promise for significantly improving the usability of collaborative software 
development tools.  

We have built a system called ProjectWatcher that provides people with awareness 
information about others on the development team. The system is designed around 
our observations of the awareness requirements in several distributed software 
projects. We found that developers first maintain a general awareness of who is who 
and who is doing what on a project; and second, they actively look for information 
about people when they are going to work more closely with them. However, 
developers often have to use text-based sources to get that information.  

ProjectWatcher observes and records fine-grained information about user edits and 
provides visualizations of who is active on a project, what artifacts they have been 
working on, and where in the project they have been working. This information about 
others’ activities can help to improve coordination between developers and reduce 
some of the problems seen in distributed development. 

In this paper, we introduce ProjectWatcher and describe its design and 
implementation. We first give an overview of the issues affecting collaboration in 
software development, and then discuss group awareness in more detail and the 
awareness requirements of a distributed development project. We then describe the 
two main parts of ProjectWatcher: a fact mining component that gathers developer 
activity information, and a visualization component that overlays activity data onto a 
representation of project artifacts. 

2. Background 

Although collaboration is an important research area of software engineering – where 
teams are common and where good communication and coordination are essential for 
success – little work has been done on group awareness in software development. 
Similarly, although awareness has received attention in the Computer-Supported 
Cooperative Work (CSCW) community, this knowledge has not been considered 
extensively in development settings. We believe that awareness is a design concept 
that holds promise for significantly improving the usability of collaborative software 
development tools. In the next sections, we review issues of collaboration in 
distributed software development, the basics of group awareness, and the awareness 
requirements that we have determined from observations of open source projects.  

2.1 Collaboration Issues in Software Development  

Collaboration support has always been a part of distributed development – teams have 
long used version control, email, chat groups, code reviews, and internal 
documentation to coordinate activities and distribute information – but these solutions 
generally either represent the project at a very coarse granularity (e.g., CVS), require 
considerable time and effort (e.g., reading documentation), or depend on people’s 
current availability (e.g., IRC).  
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Researchers in software engineering and CSCW have found a number of problems 
that still occur in group projects and distributed software development. They found 
that it is difficult to: 
x determine when two people are making changes to the same artifacts [14]; 
x communicate with others across timezones and work schedules [11]; 
x find partners for closer collaboration or assistance on particular issues [20]; 
x determine who has expertise or knowledge about the different parts of the project 

[24]; 
x benefit from the opportunistic and unplanned contact that occurs when 

developers are co-located, since there is little visibility of others’ activities [10]. 
As Herbsleb and Grinter [10] state, lack of awareness – “the inability to share the 

same environment and to see what is happening at the other site” (p. 67) is one of the 
major factors in these problems. 

2.2 Group Awareness 

In many group work situations, awareness of others provides information that is 
critical for smooth and effective collaboration. Group awareness is the understanding 
of who is working with you, what they are doing, and how your own actions interact 
with theirs [5]. Group awareness is useful for coordinating actions, managing 
coupling, discussing tasks, anticipating others’ actions, and finding help [8]. The 
complexity and interdependency of software systems suggests that group awareness 
should be necessary for collaborative software development. Knowledge of developer 
activities, both past and present, has obvious value for project management, but 
developers also use this information for many other purposes – purposes that assist 
the overall cohesion and effectiveness of the team. For example, knowing the specific 
files and objects that another person has been working on can give a good indication 
of their higher-level tasks and intentions; knowing who has worked most often or 
most recently on a particular piece of code indicates who to talk to before starting 
further changes; and knowing who is currently active can provide opportunities for 
real-time assistance and collaboration.  

In co-located situations, three mechanisms help people to maintain awareness: 
explicit communication, where people tell each other about their activities; 
consequential communication [22], in which watching another person work provides 
information as to their activities and plans; and feedthrough [4], where observation of 
changes to project artifacts indicates who has been doing what. Of these mechanisms, 
explicit communication is the most flexible, and previous research has looked at the 
ways that groups communicate over distance, through email, text chat, and instant 
messaging (e.g., [18,23]). However, since intentional communication of awareness 
information also requires the most additional effort, many awareness systems attempt 
to support implicit mechanisms as well as communication. General approaches 
include providing visible embodiments of participants and visual representations of 
actions that allow people to watch each other work, and overview visualizations of 
artifacts that show feedthrough information. 

Although group awareness is often taken for granted in face-to-face work, it is 
difficult to maintain in distributed settings. This is particularly true in software 
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development: other than access to the shared code repository, development 
environments and tools provide almost no information about people on the project. 
Although communication tools such as email lists and chat systems help to keep 
people informed on some projects, these text-based awareness mechanisms require 
considerable effort, and are not well integrated with information about the artifacts of 
the project. As a result, coordination problems are common in distributed settings, and 
collaboration suffers. A few research systems do show awareness information (e.g., 
TUKAN [21] or Augur [7]), but it is not clear that these tools really provide the 
awareness information that is needed by developers. As discussed in the next section, 
we based our tools and techniques on findings from a study of three distributed open-
source projects. 

3. Awareness Requirements in Distributed Development 

Open-source software development projects are a good source of information about 
distributed development, since they are almost always collaborative and widely 
dispersed (in many cases, developers never meet face-to-face). To find out what the 
awareness requirements are for these long-running real-world projects, we 
interviewed several developers, read project communication, and looked at project 
artifacts from three open source projects [9]. We found that distributed developers do 
need to maintain awareness of one another, and that they maintain both a general 
awareness of the entire team and more detailed knowledge of people that they plan to 
work with. However, developers maintain their awareness primarily through text-
based communication – particularly mailing lists and chat systems.  

The three open source projects we looked at are NetBSD (www.netbsd.org), 
Apache httpd (www.apache.org), and Subversion (www.tigris.org/subversion). We 
chose these projects because they are distributed, they are at least medium-sized in 
terms of both the code and the development team, and they all produce a product that 
is widely used, indicating that they have successfully managed to coordinate 
development.  

An initial issue that we looked at was whether distributed projects can successfully 
isolate different software modules from one another such that awareness and 
coordination requirements become insignificant. There are two ways that 
dependencies can be reduced – by reducing the number of developers, or by 
partitioning the code. However, in the three projects we looked at, neither of these 
factors removed awareness requirements. There were at least fourteen core developers 
who contributed regularly to each project, and although there was general 
understanding that people work in ‘home’ areas, there were no official sanctions that 
prevented any developer from contributing to any part of the code. On Apache and 
Subversion in particular, development of a particular module was almost always 
spread across several developers. 

The next issue studied was what types of awareness the developers maintained. We 
found two types: general awareness and more specific knowledge. First, developers 
maintain a broad awareness of who are the main people working on their project, and 
what their areas of expertise are. This information came from three sources: the 
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project mailing list, where people can see who posts and what the topics of discussion 
are; the chat server, which provides similar information but in real time; and the CVS 
commits (sent out by email), which allowed developers to stay up-to-date both on 
changes to the project and the activities of different people. Second, when a developer 
wishes to do work in a particular area, they must gain more detailed knowledge about 
who are the people with experience in that part of the code. We found that people use 
a variety of sources to gather this information, including project documentation, the 
records in the source code repository, bug tracking systems, and other people. Further 
details on this study can be found in [9]. 

Even though these open-source projects do successfully manage their coordination, 
our interviews also identified some problems with the way awareness is maintained. 
Two problems that we consider further in this paper involve watching CVS commits, 
and maintaining overall awareness about project members and their activities. 
Although the ‘CVS-commit’ mailing list provides the only information that is actually 
based on the project artifacts, several developers said that they do not follow them 
because they are too time-consuming to read. Developers also suggested that some of 
the information sources they use often go out of date, and that understanding the 
relationships between people and activities was often difficult. One developer stated 
that new members of the project in particular could benefit from tools that provided 
more information than what was currently available.  

4. Project Watcher 

We have developed an awareness system called ProjectWatcher to address some of 
the awareness issues that we have seen in distributed development projects. 
ProjectWatcher gathers information about project artifacts and developer’s actions 
with those artifacts, and visualizes this awareness information either as a stand-alone 
tool or as a plugin inside the Eclipse IDE. ProjectWatcher consists of two main parts 
– the mining component, and the awareness visualizations. 

4.1 Mining Component 

The mining component analyzes a project’s source code to produce facts for use by 
the ProjectWatcher visualization displays. To gather developer activity information at 
a finer grain size than repository commits, a shadow CVS repository is maintained 
(see Figure 1). User edits are auto-committed to the shadow repository as developers 
edit source code files (e.g., on every save of the file). With each auto-commit a new 
version of the file is stored in the shadow repository. The mining component analyzes 
the auto-committed versions against each other and the versions in the shared CVS 
repository to obtain user edit information that can be understood in terms of the 
project’s software architecture. 

The mining component is composed of two fact extractors: the software 
architecture fact extractor and the user edit fact extractor. The software architecture 
fact extractor is run against the software repository to obtain entity/relationship facts. 
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Entity facts extracted include: package, class and method facts. Relationship facts 
extracted include: calls, contains, imports, implements and extends relationships. The 
software architecture facts are used by the visualization system to present the software 
structure. The user edit fact extractor is run against the shadow repository to obtain 
information about the methods a developer is changing. The user edit facts are used 
by the visualization to present developer activity information. 

 

 
 

Fig. 1: User edit fact extraction. 

The software architecture fact extractor is implemented in two stages and may 
either be run on the shadow repository or on the shared software repository (see 
Figure 2). The first stage, the base fact extractor uniquely names the entities in the 
source code and extracts the facts of interest. This process is accomplished with a 
TXL [15] program using syntactic pattern matching [3]. The second stage, the 
reference analyzer, resolves references between software architecture entities.  

The reference analyzer extracts scope facts from the project source code and 
integrates them with the facts extracted in stage one. Next, the method call facts are 
analyzed to determine which package and class the method that was called belongs to. 
This process involves resolving the types of variables and return types of methods that 
are passed as arguments to method calls. The types of all the arguments are identified. 
Then scope, package, class, and method facts are analyzed to determine which 
package and class the method belongs to. To resolve calls to the Java library, the full 
Java API is first processed by the ProjectWatcher mining component (this is only 
done once for all projects). 
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Fig. 2: Software architecture fact extraction from Java projects 

 
The user edit fact extractor (Figure 3) is implemented in three stages and is run 

against two versions of the project source code. The first stage splits the files into 
separate class and method snippets. The second stage compares and matches revisions 
of the code snippets. Initially, methods are matched based on their names. If a method 
match is not found at the method name level, methods are compared based on the 
percentage of lines of code that match between all methods. If a method’s name is 
changed, a match based on percentage of similarity is still found between the two 
versions. When no match is found for a method from an earlier revision, the method is 
identified as having been added. When no match is found for a method from a later 
revision, the method is identified as having been removed. Facts about method 
additions and method removals are stored in the user edit factbase. Once the methods 
from each revision have been matched, a line diff is performed on each pair of 
methods. The diff algorithm gives us information about what lines have been added 
and removed from a method, and this information is stored in the user edit factbase. 

The complete factbase contains uniquely identified facts indicating all packages, 
classes, methods, variables, and relationships for a Java project and all user edits. 
These facts are used by the visualization component to show activity and proximity 
information. The time and space needed for fact extraction and factbase storage 
depends on the size of the code; for example, the Java Development Kit 1.4.1 contains 
202 package facts, 5,530 class facts, 47,962 method facts, and 106,926 method call 
facts. 
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Fig. 3: User edit fact extraction. 

4.2 Visualization of activity and commits 

ProjectWatcher’s activity awareness display visualizes team members’ past and 
current activities on project artifacts (see Figures 4 and 5). The goals of this display 
are: 
x to give collaborators an overview of who works on the project 
x to provide a general sense of who works in what areas 
x to allow changes (i.e., commits) to be tracked without much effort  
x to provide more detail when the user wants to look more closely. 

The display uses the ideas of edit wear, interaction histories, and overviews. Edit 
wear is a concept introduced by Hill and colleagues [13]. Their overall motivation is 
the question of how computation can be used to improve “the reflective conversation 
with work materials” (p. 3), and the observation that most computational artifacts do 
not show any traces of the ways that they have been used, unlike objects in the real 
world. Starting with this idea of ‘object wear,’ their research proposes an 
‘informational physics’ in which the visual appearance of an object arises not from 
everyday physical laws, but from informational rules that are semantically useful. 
Their notion of physics has objects explicitly show different aspects of their use over 
time – that is, their interaction history: 

The basic idea is to maintain and exploit object-centered interaction histories: 
record on computational objects…the events that comprise their use…and 
display useful graphical abstractions of the accrued histories as part of the 
objects themselves.” ([13], p. 3) 
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Hill and colleagues were primarily interested in an individual’s reflection on their 
use of work artifacts, but there is obvious value for group awareness as well. In 
ProjectWatcher, the artifacts are the files in a CVS repository (shadow or regular), 
and the interaction history is a record of all of the actions that a person undertakes 
with them (gathered unobtrusively by the fact extractor as people carry out their 
normal tasks).  

We take these interaction histories and visualize them on an overview 
representation of the entire project. Overviews provide a compact display of all the 
project artifacts, and allow information to be gathered at a glance. In addition, the 
overview representation can be overlaid with visual information about the interaction 
history or about changes to the artifacts. Although some tools such as CVS front-ends 
do limited visualization of the source tree (e.g., by colour), our goal here is to collect 
much more information about interaction, and provide richer visualizations that will 
allow team members to quickly gather awareness information. 

ProjectWatcher uses the extracted fact base to create a visual model of what each 
developer is doing in the project space. Project artifacts are shown in a simple stacked 
fashion that displays packages, files, classes, and methods. We chose this method of 
organization because it is much more compact than other approaches, such as class 
diagrams or dependency graphs. With the stacked representation, even a small 
overview can completely display projects with up to several hundred files (e.g., 
Figure 4 shows 322 files); in larger projects, developers can collapse particular 
packages to save space. The drawback with the stack is that there is little contextual 
information available to help users determine which artifact is which. To try and 
reduce this problem, artifacts are always stacked by creation date, so that their 
location in the overview is fixed, and can over time be learned by the user. We are 
also experimenting with allowing users to reorganize the display, so that they can 
arrange and group the artifacts in ways that are more meaningful to them.  

On this basic overview representation, we overlay awareness and change 
information. First, each developer is assigned a unique colour, and this colour can be 
added to the blocks in the overview based on a set of filters. Common filters that 
involve developer information include who has modified artifacts most recently, and 
who has modified them most often. Other filters exist as well, such as one that shows 
time since last change (see Figure 5). Second, we show a summary of the activity 
history for each artifact with a small bar graph drawn inside the object’s rectangle; 
bars represent amount of change to the class since its creation. More information 
about an artifact can be obtained by holding the cursor over a rectangle: for example, 
the name of the class and a more detailed bar graph. 

Change information can be shown in addition to information about developers. The 
system highlight artifacts (using coloured borders) if they have changed recently – 
this provides users with dynamic information about commits to the project. When a 
change occurs to the CVS repository, the changed files are highlighted in the 
overview representation. More details about the change can be seen using the popup 
detail window, and further information (such as the difference between the two 
versions) can be seen through a context menu. 
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Fig. 4. Project overviews showing directories (grey bars) and files (coloured blocks) for a 

medium-sized game project with 322 files. Three types of filters are shown: at left, block colour 
indicates who changed the file most recently; at middle, colour shows who has changed the file 
most often; at right, grey level indicates the amount of time since last change. In each block, the 
bar graph shows the edit history since the start of the project. Developer colours are shown in a 
menu. Note that normally only one window would be used, with the filter changed through a 

menu selection. 

The overview displays help developers to answer a variety of questions about the 
project and about the activities of their collaborators. For example, it can be seen that 
the developers timriker (light blue) and davidt (red) are currently active (since they 
have each been the last to touch several files), and are core developers on the project 
(since they are both the most frequent committer for many files). We can also see that 
developers riq (green) and nsayer (dark blue) are each likely responsible for one main 
module in the project, since they are the most frequent for all the files in a particular 
directory. Two other people, dbw192 (yellow) and dbrosius (brown) are neither recent 
or frequent committers, since neither filter shows any files in their colour. Finally, we 
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can see from the ‘age’ filter (Figure 4, right) that most of the project has recently been 
changed, since most of the blocks are white or light grey.  

 

 
Fig. 5. ProjectWatcher as an Eclipse IDE plugin (www.eclipse.org), showing highlights 

(yellow borders on blocks) to indicate others’ recent changes, and popup window to show more 
detail about a particular file. 

The highlights (see Figure 5) provide an analogue to the CVS-commits mailing 
list, but with considerably less effort. As can be seen in the figure, there are six files 
that have been changed since the local user last updated files from the repository. It is 
easy to determine how much change is occurring, and in general where it is 
happening. By holding the mouse cursor over any of these blocks, the developer, can 
get more information about what file has been changed, who committed the most 
recent change, and the number of lines added and deleted in the change (the ‘14/4’ in 
the popup indicates that 14 lines were added, and 4 deleted).  

5. Comparison to Related Work 

A number of software engineering tools provide some degree of information about 
other members of the team (such as their identities or their assigned tasks), or provide 
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facilities for team communication (e.g., [2,6,19]). However, only a few systems 
combine information about people’s activities with representations of the project 
artifacts. Two that do this are Augur [7] and TUKAN [20,21].  

TUKAN is one of the first systems to explicitly address the question of awareness 
in software development. The basic representation used in TUKAN is a Smalltalk 
class browser, onto which awareness information is overlaid. In particular, the system 
shows the distance of other developers in ‘software space,’ using a software structure 
graph as the basis for calculating proximity. The main difference in our approach with 
ProjectWatcher is in the use of an overview; where TUKAN presents relevant 
information about others who may be encroaching on a developer’s current location, 
ProjectWatcher provides a general overview of the entire project. 

Augur is a system similar to Ball and Eick’s SeeSoft [1], that presents line-based 
visualizations of source code along with other visual representations of the project. 
The goal of Augur is to unify information about project activities with information 
about project artifacts; the system is designed to support both ongoing awareness and 
investigation into the details of project activity. ProjectWatcher also uses the ideas of 
edit/read wear and combining activity and artifact information; the main difference 
between the two systems is that Augur is a large-scale system with many views and a 
highly detailed representation of the project, whereas ProjectWatcher’s visualization 
is designed only to support the two awareness questions seen in our work with 
existing projects (“who is who in general” and “who works in this area of the code”). 
In addition, ProjectWatcher is based on a much finer temporal granularity of activity 
than is Augur, which uses repository commits as its source of activity information. 
We see ProjectWatcher as more suited to day-to-day activities on a collaborative 
project, and Augur to specific investigations where developers wish to explore the 
history of the project in more detail.  

6. Future Research 

Our future plans for ProjectWatcher involve improvements and new directions in 
both the mining and the visualization components. The current version of the system 
primarily addresses those awareness issues that we saw in distributed projects, but the 
basic tools and approaches can be used for a variety of additional purposes. 

First, we currently visualize source code that is in the process of being edited, and 
therefore the source code may be inconsistent, incomplete and frequently updated. We 
are investigating techniques for improving the robustness and performance of the fact 
extraction process, and techniques for visualizing partial information given these 
circumstances. Our system also only records user edits to the method level. We plan 
to move towards even finer grained awareness so that we can handle concurrent edits 
in some situations. 

Second, the capturing and recording of developers' activities supports new software 
repository mining research in addition to supporting awareness. Developers normally 
change a local copy of the software under development, and periodically synchronize 
their changes with the shared software repository. Unfortunately, the developer’s 
local interactions with the source code are not recorded in the shared software 
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repository. With our finer-grained approach, the local interaction history of the 
developer is recorded and is available to be mined. Example software mining research 
directions include:  
x Discovery of refactoring patterns. Analysing local interaction histories may be 

useful for identifying novel refactoring patterns and coordinating refactorings 
that affect other team members.  

x Discovery of browsing patterns. Local interaction history includes the developer's 
searching, browsing and file access activities. Analysing this browsing 
interaction may be useful in supporting a developer in locating people or code 
exemplars. 

x Discovery of expertise. Since the factbase contains facts from the Java API, we 
can determine what parts of that API each developer has used, and how often. It 
can now be possible to determine who has used a particular Java widget or 
structure frequently, and to build that knowledge into the development 
environment. 

We also plan to refine and expand the visualization component. Short-term work 
will involve testing the representations and filters to determine how the information 
can be best presented to real developers. Longer range plans involve extensions to the 
basic idea of integrating information about activities with information about project 
artifacts. For example, we plan to extend our artifact collection to include entities 
other than those in source code. Many other project artifacts exist, including 
communication logs, bug reports and task lists. We hope to establish additional facts 
to model these artifacts and to use the new artifacts and their relationships in the 
awareness visualizations. We can also extend our use of the interaction histories to 
other areas. As discussed above, recording developers' interaction history and 
extracting method call facts from the source code provides us with basic API usage 
information. We can present this information in the IDE to provide awareness of 
technology expertise. 

Finally, we plan to extend the range of awareness information that can be seen in 
the visualizations. As mentioned above, displaying information about refactoring, 
browsing, and expertise may be useful to developers in a distributed project. Other 
possibilities include questions of proximity – “who is working near to me?” in terms 
of the structures and dependencies of the software system under development, and 
questions of scope and effect – “how many people will I affect if I change this 
module?” Proximity is an important concept in software development because 
developers who near to one another (in code terms) form an implicit sub-team whose 
concerns are similar and whose interactions are more closely coupled [20]. Proximity 
groups are not defined in advance and change membership as developers move from 
task to task; therefore, it is often very difficult to determine who is currently in the 
group. We will address this problem by extending the ProjectWatcher visualizations 
to make it easier to see proximity-based groups.  
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6. Conclusions 

We have presented a system to address some of the awareness problems experienced 
in distributed software development projects. ProjectWatcher contains two main 
parts: a mining component and a visualization system. The system keeps track of fine-
grained user activities through the use of a shadow repository, and records those 
actions in relation to the artifact-based dependencies extracted from source code. 
Second, visualizations represent this information for developers to see and interact 
with. The visualizations present a project overview, overlaid with visual information 
about people’s activities. Although our prototypes have limitations in terms of project 
size, they can provide developers with much-needed information about who is 
working on the project, what they are doing and how the project is changing over 
time.  
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Discussion 

[Bonnie E. John] You chose no to look at video or IM Buddy lists, is that because 
prior research suggests that that is not where the action is, or was it easier not to do 
that, or what?  

[Kevin Schneider] We were interested in the software artefacts and what we 
could get from that! Other people in the CSCW field are working on other 
aspects such as the ones you mention. The field does not really know where 
the bang for the buck is.  

 
[Bonnie John] You mentioned scalability! How big does it scale and do you have 
ideas of how you could chunk or aggregate to allow you to scale further? Are we 
talking about 10 person projects with 10,000 lines of code or a 100 person project 
with 1,000,000 lines of code?  

[Kevin Schneider] It is a big issue! I think the visualisation might not scale 
and that is why we are trying to think of other metaphors! Currently 10,000 
to 100,000 would probably be the limit! Currently we use relatively little 
screen space and the projects we have looked at does not seem to need more 
than that! Other studies have shown that even large projects such as Linux 
tends to be organised around specific parts of the code and that might help 
solve the scalability problem you mention! Maybe it is software architecture 
that will have to solve that problem!  
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[Peter Forbrig] I like your tool very much. What about the software developers? Did 
they like to be tracked in this way?  

[Kevin Schneider] Because we were looking at open source projects there 
was no problem with privacy. Their community is willing to publish all 
activities. We can combine our approach with techniques to achieve privacy, 
but we did  not look at it up to now. 

 
[Bonnie John] Are real people using it and would they hate you if you took it away 
from them?  

[Kevin Schneider]  Only internal people are using it, and we do not know if 
they would hate us if we took it away! 
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