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Abstract. In this research, we have suggested the Localization Algorithm using
Probable Filtering Schema of RSSI without additional hardwares. The existing
method has been filtering with only average and feedback of received RSSI val-
ues. This method was not considering about the variation of RSSI when obstacles
are moving at indoor environment. In this research, we have suggested the proba-
ble filtering algorithm which is considered factors of errors at indoor environment
and we have demonstrated the superiority of this algorithm through the examina-
tion. It presents 14.66% and 11.65% improved accuracy than the existing filtering
algorithm.

1 Introduction

The localization technology is one of the key technologies to realize invisible technol-
ogy in the ubiquitous society. It is possible to make an active computing environment
by automatic sensing. It is also possible to give users the useful information naturally
without any recognition. Therefore, there are many localization technologies which has
been studying with various communication method.

Especially, LBS(Location Based Service), which used GPS(Global Positioning Sys-
tem) with the auto navigation system and mobile network based, is already used in
various fields and it has been developing indispensably[1].

Sensor network, one of the key technologies on ubiquitous computing, has been
studied with the development of ubiquitous computing technologies. The node local-
ization system has been particularly studied in various application fields for developing
technology and reducing errors of measurement. The applications which are based on
the local information of nodes are Home Automation, Preventing missing child system,
Preventing stranger system, Chasing the location of patient and doctor at the hospital,
Analysis of consumer preference at big market or department store, Preventing disaster
system and so on[4][5][6][7][8].

Generally, indoor localization system uses the RSSI(Received Signal Strength In-
dication) with ZigBee protocol in wireless sensor network. Because there are some ad-
vantages. It is possible to localize without additional hardwares. It is cheaper for setting
system, and it has wide application range. However, there are also some disadvantages
on RF such as diffraction, reflection, multi-path, and so on.

The localization system with RSSI could measure almost accuracy at indoor envi-
ronment where could get LoS(Line of Sight), while the RSSI values are not correct at
Non-LoS environment because of obstacles.



In this research, we have suggested the RSSI filtering algorithm to reduce errors
when we localize at indoor environment and another filtering algorithm to accurately
localize without additional hardwares. We have been struggling to reduce errors of RSSI
at indoor environment because of obstacles by using those filtering algorithms.

2 Related research

2.1 General process of localization

There are five steps on processing of localization. Those are collecting of the location
information, converting of the location information, filtering, calculating of the location
value, and smoothing. Among these steps, it must involve collecting of the local infor-
mation, converting of the location information, and calculating of the location value.
There are processes about each step[9][10][11][12].

The collecting of the location information is performed between terminal node
and beacon node. The local information could be RSSI, ToA(Time of Arrival), or
AoA(Angle of Arrival). The variation of the location information is one of processes to
use on calculating of the location value. It could be converted using propagation model
into distance in terms of location information types. If the location information is RSSI,
it can use Friis’s propagation model. If it is ToA, it can use the propagation model which
is based on physics related with light of propagation.

Filtering is the process which is selecting the changed distance of the location infor-
mation for location calculating more accurately. There are Cell-ID, ToA, TDoA(Time
Difference of Arrival), AoA, and Fingerprint in the method of location calculating.
Smoothing is the process which reflects real-time location information, using a location
value of nodes which has been received before[2][3].

2.2 Characteristics of RSSI value

Generally, RSSI values are presented as equation 1 at outdoor environment where it is
guaranteed LoS. If the equation 1 is presented by graph on ideal environment. It will be
same as figure 1[13].

RSSI = —(10nlogiod +A) @)

- n : signal propagation constant
- d : distance from receiver
- A : RSSI at indoor environment far from 1m

It presents the RSSI values at outdoor environment in 1m on figure 2. We could recog-
nize that it presents the distribution regularly, and it is distributed by bisymmetry based
on -11dBm.

However, there are great differences in received RSSI values at indoor environment
because of obstacles. The figure 3 presents the variation of RSSI values at outdoor en-
vironment in 1m. We could recognize that the RSSI values are not bisymmetry.



Fig. 1. Ideal RSSI values (on equation 1, A=40, n=3)
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Fig. 2. The variation of RSSI values in terms of received time at outdoor environment in 1m.
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Fig. 3. The frequency of distribution curve of RSSI values at outdoor environment in 1m.



2.3 General filtering method

There are two ways of filtering methods generally which are average and feedback.

The average filtering method is presented as equation (2). It has variable formation
that the RSSI value which has been received before is changed by another RSSI value
which has been received right after.

- 1 &
RSST, =~ Y RssI; 2
i=0

- n : the number of received RSSI value
- RSSI, : the received RSSI value in round n
- RSSI; : the received RSSI value in round i

The feedback filtering method is presented as equation (3). It has the variable for-
mation with the RSSI value which has received before exchanges another RSSI value
which received right before.

RSSI = a-RSSI,+ (1 —a)-RSSI,_, 3)

- RSSI, 1 : the received RSSI value in round n-1
- a : weigh constant(0 < a < 1, generally,a > 0.75)

The average and feedback filtering method could be available at outdoor environ-
ment when the LoS is guaranteed but, it has some problem at indoor environment which
illustrate lower accuracy because of obstacles environment which illustrate lower accu-
racy because of obstacles.

3 Suggested filtering method

The RSSI value can not be measured by obstacles accurately at indoor environment. If
the RSSI value which has lower accuracy uses in general filtering methods; average or
feedback filtering method, it could make big errors. In this research, we have suggested
the enhanced probable filtering method to obtain a higher accuracy than average or
feedback filtering method.

In figure 4, it illustrates to select the k;,,, among the measured RSSI values on the
suggested filtering algorithm. It can be separated into area A and area B. It could be the
higher accuracy RSSI value between transmitter node and beacon node in area A. But,
it could be received the lower accuracy RSSI value in area B because there is an error
by obstacles. The problems could improve the accuracy of RSSI values by removing
the error tolerance by obstacles and getting the average.

If there are errors by obstacles at indoor environment as figure 4, the average and
feedback filtering algorithm present big difference compared with ideal RSSI values
in figure 2. In this research, we have examined to get higher accuracy RSSI values at
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Fig. 4. The variation of RSSI values at indoor environment in 1m; it illustrates the RSSI values
with k4, of suggested filtering method

indoor environment with previous RSSI value of k., and to remove the scattered form
of the area B in an accumulated distribution chart as figure 4.

The processes of execution are the first, to check the frequency table with received
RSSI values, second, to figure out the maximum constant, at last, to calculate the aver-
age from the maximum constant to the highest k. It comes under area A in figure 4.
The equation 4 illustrated the suggested filtering algorithm. The figure 5 is a flow chart
of suggested filtering algorithm.

kma)c

Z Xk
RSSL =L )
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- x : Data(RSSI value)
- nyg : times
- ngxy, - Data * times
- Nj : cumulative times
- k;yax © maximum times
There is a disadvantage which keeps the frequency table on memory compared with
average filtering method but, it does not increase the complexity. The frequency table
doesn’t matter to operate sensor nodes because it is stored small amount of memory.

For example, if a frequency table has 50 RSSI values, it must need only approximately
50bytes.

4 Examination environment and result

4.1 Examination environment

We have examined the environment in corridor as figure 6. We considered some obsta-
cles such as walls and appliances. We set the sensor node on the 1.5m fixed body from
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Fig. 5. The flow chart of suggested filtering g algorithm

bottom. We repeated comparing and analyzing the received packets 50 times over 15m
because of the available communication range of ZigBee.

Fig. 6. Examination environment

4.2 Hardware and Firmware

We used the Nano-24 made by Octacom. co., Itd. These are sensor nodes which are
based on Nano-Q+ and it’s developed for education and development kit. MCU is AT-
megal28L used RISC structure. It supports an interior flash memory based on ISR(In-
System Reprogrammable), a 4Kbytes SRAM and a 4Kbytes EEPROM. It also supports
an exterior 512Kbytes flash memory and a 32Kbytes SDRAM. Nano-24 is made up of
four modules such as Main, Interface, Sensor and Actuator.Figure 7 show structure of
main module Among these, we used the main module which involves ATmegal28L and
CC2420 as figure 8[14][15].

We did firmware porting on sensor nodes which we have developed except OS for
sensor node. The figure 8 presents the firmware structure. We optimized that it doesn’t
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Fig. 8. The structure of Firmware

depend on the OS. We also reduced the MCU resource consumption than TinyOS. For
example, we reduced flash memory about two times, SRAM about 1.45 times than
CntToLedAndRfm which is a RF LED testing program. We actually could reduce the
resource consumption which is a simple RF testing program without data if we regard to
CntToLedAndRfm. The efficiency of memory management could realize more flexibly
on transport layer and network layer with minimizing hardwares in further future.

4.3 Result of examination

The figure 9-11 present the received RSSI values on each time with suggested algo-
rithm from 1m-15m ideal values as it is farther and farther. It causes by obstacles such
as walls and appliances at indoor environment.

The figure 9-11 are the graph which is represented table 1 and 2. It presents the
comparing result with three kinds of filtering methods. The distance is a standard with
ideal RSSI values and it compares with the error of distance. The negative means that
the suggested filtering algorithm has lower accuracy, while the positive means that it
has higher accuracy in improving rate. It has similar accuracy with feedback filtering
method or more without in 2m. The reason is that it presented big improvement of error
rates because the last one has slight different value among received 50 RSSI values in
2m. It is the special case. In other case, it causes big errors than other methods. The
algorithm presents the highest accuracy in 4m.
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Fig. 9. The variation of RSSI value in 1-5m
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Table 1. Comparison of received RSSI value, Ideal, ERFS, Average and Feedback Filtering
scheme

Ideal ERFS |Average Filtering |Feedback Filtering
RSST |distance| RSSI RSSI RSSI
-5.00 1 [-13.00 -13.36 -12.99
-11.02| 2 |-18.35 -18.90 -17.19
-14.54| 3 ]-20.83 -21.58 -21.30
-17.04| 4 |-22.78 -24.08 -24.36
-1897| 5 ]-20.63 -21.44 -22.15
-20.56| 6  |-22.88 -23.72 -24.35
2190 7 |-22.64 -24.24 -21.80
-23.06| 8 |-24.70 -25.42 -25.49
-24.08] 9 |-28.84 -29.14 -29.16
-25.00f 10 |-33.94 -34.90 -34.95
25821 11 |-26.34 -27.14 -28.96
-26.58| 12 |-30.35 -30.78 -30.89
-27.27) 13 |-25.00 -25.58 -25
-27.92| 14 |-24.96 -25.60 -25.30
-28.52| 15 |-33.34 -33.38 -33.75

Table 2. Comparison of conversion distanc, Ideal, ERFS, Average and Feedback Filtering scheme
and accuracy comparison of each other

Ideal ERFS Average Filtering |Feedback Filtering| =~ Advance
RSSI |distance|conv. dis|conv. err|conv. dis|conv. err|conv. dis| conv. err |P/A(%)|P/F(%)
-5.00 1 2.51 1.51 2.33 1.61 2.50 1.50 10.62 | -0.22
-11.02) 2 4.65 2.65 4.41 2.95 4.07 2.07 15.19 |-28.95
-14.54| 3 6.19 3.19 6.01 3.74 6.53 3.53 18.39 | 11.30
-17.04| 4 7.75 3.75 8.01 4.99 9.29 5.29 | 31.04 | 38.51
-1897| 5 6.04 1.04 591 1.63 7.13 2.13 11.77 | 21.63
-20.56| 6 7.83 1.83 7.69 2.62 8.45 2.45 13.18 | 10.29
-21.90| 7 7.62 0.62 8.16 2.16 7.51 0.51 21.98 | -1.50
-23.06) 8 9.66 1.66 9.35 2.49 10.23 2.23 1039 | 7.11
-24.08) 9 15.99 6.99 14.35 7.06 17.17 8.17 0.78 | 13.11
-25.00| 10 2799 | 17.99 | 27.86 | 21.26 | 31.56 | 21.56 | 32.61 | 35.63
-25.82| 11 11.67 0.67 12.79 1.79 15.77 4.77 10.19 | 37.33
-26.58| 12 18.53 6.53 19.45 7.45 19.72 7.72 7.67 | 9.91
-27.27| 13 10.00 3.00 10.69 2.30 10 2.99 -5.31 | -0.05
-27.92| 14 9.95 4.04 10.71 3.28 10.36 3.63 -5.41 | -2.88
-28.52| 15 26.14 | 11.14 | 26.24 | 11.24 | 27.41 12.41 0.66 | 8.48

P:ERFS / Azaverage filtering / F-Feedback filtering / conv.:conversion average adv 11.58 | 10.65




It is the graph which compares with filtered RSSI values. We could recognize that
the suggested algorithm is closer to the ideal RSSI value than average and feedback
filtering method.

In the figure 12, 13, when the algorithm is applied to the ideal RSSI value and dis-
tance, we could find out improved accuracy because there are few conversion distance
errors than average and feedback filtering method.

0.0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
5.0
-10.0
=
-1ee . \\
20,0 -
= R PN
2 % =
= 50 = PR
e A 7 s
30,0 AN
/ '
-35.0
-10.0
Distance(m)
‘ —*—|deal RSSI % Ayverage Feedback Propose ‘

Fig. 12. Comparing the suggested RSSI value
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Fig. 13. Comparing distance error with converted RSSI

Lastly, when it compares with the average filtering method, it presents 32.16% im-
proved accuracy in 10m. It also presents 38.51% improved accuracy in 4m when it
compares with the feedback filtering method. It has 11.58% and 10.65% average im-
provement on each average and feedback filtering method.



5 Conclusion

In this research, we have suggested RSSI filtering algorithm without additional hard-
wares. It improved an accuracy in distance estimation compared with existing average
and feedback filtering algorithm on the distance estimation system. Especially, we have
examined for the improvement of localization accuracy at indoor environment. It is sim-
ple so we could improve the localization accuracy on micromini sensor with low elec-
tronic power without additional calculation and complexity. We have demonstrated how
much it has been improved. We recognized that the result had improved the 11.58% ac-
curacy than average filtering method, 10.64% accuracy than feedback filtering method.
However, we didn’t consider about moving nodes. In addition, there is a disadvantage
increasing the packet between nodes for distance estimation. After this time, we could
study to improve the distance estimation accuracy, considering moving nodes and min-
imized increasing rate of packets.
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