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Abstract

Active networking, where network nodes perform customized processing of pack-
ets, is a rapidly expanding field of research. This paper is based on the assumption
that active networking technology will mature to a point where it can be commer-
cially deployed on a larger scale. We investigate the realization of service provision-
ing and service management in a telecom environment that is based on active
networking technology, primarily with respect to customer-provider interactions.
Compared to conventional networking technology, active networking concepts
enable additional flexibility in supporting management tasks. We outline a frame-
work that allows customers, on the one hand, to access and manage a service in a
provider’s domain, and, on the other hand, to outsource a service and its manage-
ment to a service provider. Our framework has the properties of supporting (1)
generic, i.e., service-independent, interfaces for service provisioning and manage-
ment, and (2) customized service abstractions and control functions, according to a
customer’s requirements. Further, we describe how some of the key concepts of this
framework can be realized in an active networking testbed that we are in the process
of building.
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1 Introduction

In this paper, we investigate the problem of service provisioning and management in
a telecom environment that is built using active networking technologies. Based on
the fact that an active network node is able to run different execution environments
concurrently, and that it can be accessed via a generic service interface, we explore
the options for realizing the task of service provisioning and management, primarily
with respect to customer-provider interactions.

In today’s telecom environments, customers and service providers typically interact
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via two interfaces --the management interface and the service interface. The man-
agement interface, based on standardized management protocols, is generally used
for service provisioning and service management. The customer accesses the ser-
vice through the service interface. Both interfaces are service specific; a provider
has to support different service and management interfaces for each service offered,
which makes the introduction of new services dependent on standardization, and
therefore time consuming and expensive.

The introduction of active networking technology in telecom environments, charac-
terized by the use of active networking nodes as network elements, will change the
role of these interfaces in two ways. First, using active networking nodes enables
the definition of a generic service interface for network services, based on the con-
cept of active packets (see Section 3). In addition, this service interface can be used
by the customer for service management interactions, i.e., for operations related to
the installation, supervision, upgrading and removal of a specific service. Therefore,
service management operations can be performed by a customer without interaction
with the provider’s management system. Second, the management interface, i.e., the
interface through which the customer and the provider management systems coop-
erate, can be restricted to the task of service provisioning. Similar to the service
interface, the management interface can be kept generic; it relates to a generic ser-
vice abstraction that allows for installing and running a large class of network ser-
vices.

In a telecom environment, customers and providers interact in two different ways.
The first way can be described by a set of functions offered by the provider to tbe
customer through a specific service abstraction, such as a virtual network. The sec-
ond way is known as outsourcing, whereby a provider configures and runs a service
to be utilized by the customer. In today’s environments, the first type of interaction
is generally constrained to a simple, high-level service abstraction offered by the
provider, which gives the customer limited management capabilities, mostly con-
strained to monitoring. Many customers favor this approach, since it keeps the com-
plexity of their control and management systems low. However, there are customer
groups with specific requirements, such as military organizations or large compa-
nies, which prefer more detailed service abstractions, combined with control and
management capabilities inside the provider’s domain. To meet the demands of
these customers, new service abstractions are needed, such as the one in [1]. The
second type of interaction, the case of outsourcing, generally gives a provider full
access to network elements in the customer domain, which can be seen as a fme-
grained model, associated with powerful management capabilities.

The introduction of active networking technology will change both types of interac-
tions described above. The granularity of a service abstraction and its related con-

trol capabilities can be chosen, ranging from a very limited, constrained service
model to a very detailed one. As we will show in the paper, a generic service

abstraction, the Virtual Active Network, can be defined. A service instance based on
this abstraction can be configured at the time of service provisioning, and it can then
be refined according to a customer’s specific requirements.

The paper is organized as follows. Section 2 surveys current efforts on active tech-
nologies for network management. Section 3 introduces the concept of active net-
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working. Section 4 outlines our framework for service management and
provisioning in a telecom environment that is based on active networking technolo-
gies. Some Scenarios illustrating our framework are presented in Section 5. Section
6 describes an active networking platform we have built for experimenting with
active networking concepts, and it contains the design of an active networking node
with respect to supporting management operations. Section 7 summarizes the con-
tributions of this paper and gives an outlook on further work.

2 Related Work

Network management research related to active technologies has only recently been
started. Many approaches taken today can be seen as a generalization of the concept
of management by delegation [2]. They are focusing on using mobile code for
building an active management middleware, i.e., a software layer between the man-
agement applications and the managed objects (MOS) that represent physical or
other local resources. In [3] new classes of MOS, called active managed objects
(AMOS), are proposed for event discrimination and aggregation of monitoring data.
The behavior of AMOS is defined in a scripting language. The scripts encoding this
behavior stored as values of AMO attributes. Therefore, the behavior of AMOS can
be changed using standard management protocols. A similar approach is pursued in
[4], where the concept of a dynamic MO is proposed, in order to make Q-adapters
programmable. A third approach replaces the management protocols with mobile
agents [5]. In contrast to these approaches, this paper assumes an underlying active
networking infrastructure, and its contributions are based on exploiting the capabil-
ities of active networking nodes.

One part of the Netscript project [6][7] deals with management of active networks.
In that project, a platform for programming network services is being built. These
services can be automatically instrumented for management purposes, and corre-
sponding MIBs can be generated. During operation, services can be managed
through those MIBs. Contrary to the Netscript project, our work leaves open the
question of service instrumentation in an active network environment, but it focuses
on a flexible framework for supporting interactions between customers and provid-
ers.

Research approaches in the area of programmable networks focus on developing
interfaces that facilitate flexible service creation and resource partitioning in a tele-
com environment. This work generally centers around a programmable control
plane for broadband networks [8] [9][ 10]. While the current research in programma-
ble networks clearly facilitates service instrumentation, it does not pursue service
management aspects and does not deal with customer-provider interaction, as this
paper does.

3 The Concept of an Active Network

End systems attached to a network are open in the sense that they can be pro-
grammed with appropriate languages and tools. In contrast, nodes of a traditional
network, such as ATM switches or 1P routers, are closed, integrated systems, whose
functions and interfaces are determined through (possibly lengthy) standardization
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processes. These nodes transport packets (or cells) between end systems. The pro-
cessing of these packets inside the network is limited to operations on the packet
headers, primarily for routing purposes. Specifically, network nodes neither inter-
pret nor modify the packet payloads.

Active networks break with this tradition by letting the network perform customized
computation on entire packets, including their payloads. As a consequence, the
active network approach opens up the possibilities of (1) computation on user data
inside the network and (2) tailoring of the packet processing functions in network
nodes according to service-specific requirements.

Active networks transport active packets [11] (also called capsules [12]). Active
packets carry programs, in addition to data. A network node executes such a pro-

gram, which possibly modifies the nodes’ state and possibly generates further active
packets to be sent over the outgoing links. Specifically, an active packet can include

a program that modifies or replaces the nodes’ packet processing function.

Similar to traditional networks, an active network consists of active network nodes,
which are connected via links. In addition to transmission bandwidth, the key
resources of an active network node include memory and CPU resources for pro-
cessing active packets.

Physical ‘-
J Physical

~
In-bound Envirorl, IIGII, I Out-bound
Links Links

Control Control
Storage

Active Network Node

Figure 1: Architecture of an Active Network Node

of such aFigure 1 gives a model of an active network node. The basic functions
node are (1) the control of the incoming packets, (2) the control of the outgoing
packets, (3) packet processing, and (4) memory access. An active network node
runs several execution environment in parallel. Each active packet arriving at an in-
bound link contains an identifier of the execution environment that will process this
packet.

Figure 1 also illustrates that an active network node can be seen as a generalization
of traditional network node, such as an 1P router. An 1P router is limited in the sense
that there is only one execution environment and a single set of pre-installed func-
tions for packet processing.

A different view of an active network node is given in Figure 4, which stresses oper-
ating system aspects. This figure is specialized for a provider-customer environment
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where each customer service is run in a separate execution environment.

The networking community is currently putting substantial efforts into investigating
the active networking approach. Additional motivation for this work and ongoing
projects can be found in [12]. Two areas of current research are (1) designing execu-
tion environments for active network nodes ([13], [14], [7]), and (2) extracting
application-specific functionality to be integrated into the network layer, such as,
application-specific packet filtering functions and application-specific packet rout-
ing ([15], [16], [17]). An architectural framework for active networks is being
developed by the AN Working Group [11].

We believe that, for the active networking approach to have significant impact on
the development of the telecom field, two major obstacles related to pe~ormunce
and security must be overcome. First, it must be possible to build active networking
nodes that process packets at a rate comparable to today’s 1P routers or ATM
switches. Second, it is crucial to engineer a secure environment, in which different
parties can share communication, processing and storage resources. This problem is
currently being addressed by the AN security working group [18].

4 Provisioning and Management of Active Network Services

4.1 Customer-Provider Interactions in Traditional Environments

Figure 2 shows the interaction taking place between a customer domain and a pro-
vider domain for the purpose of service provisioning, service delivery, and service
management. Depending on the type of service, customers and providers interact in
two fundamentally different ways. The first way is characterized by a provider
offering functionality in its domain through a service interface. A typical example
of such a service is a virtual network, e.g., a Virtual Path (VP) -based service, which
is purchased by a customer with geographically separated premises networks in
order to construct a company-wide enterprise network. In the provisioning phase,
the customer negotiates the connectivity and resources of the service, i.e., the virtual
network topology and the quality of service (QoS) requirements. (A customer may
request a set of constant bit rate (CBR) VPS of a certain bandwidth with delay and
loss bounds.) This interaction takes place via the management interface, which
interconnects the customer’s and provider’s management systems, and generally
includes communication between human operators on both sides. The provisioned
service can be accessed via the service interface, which corresponds to the user-net-
work interface (UNI) in our example.

The second way of interaction shown in Figure 2 relates to the case where a cus-
tomer outsources control and management of a specific service to a provider, which
installs and runs the service in the customer domain. In this case, the customer gives
the provider access to its networking elements via management interfaces. The cus-
tomer is not involved in service installation, upgrade, and management, but can con-
centrate on its core business instead. The provider customizes the service according
to the customer’s requirements.

Note that a business entity can play both the roles of customer and provider at the
same time. Take the example of a Virtual Network provider, which acts as a pro-
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Figure 2: Management Interaction in a Traditional Telecom Environment

vider vis a vis a corporate customer and as a customer vis a vis the carriers whose
resources are used to build a virtual network.

4.2 Service Provisioning in Active Network Environments

In an active networking environment, the above described two ways of interactions
between a customer and a provider can be realized in a flexible way with respect to
service abstractions and control capabilities for the customer in the provider’s
domain and vice versa. In the following, we outline our framework for interaction in
an active networking environment.

Figure 3 shows the interaction between a customer domain and a provider domain
for service provisioning, service delivery and service management in our frame-
work. When comparing Figure 3 with Figure 2, key differences between a tradi-
tional and an active environment become clear. First, the active networking
approach allows for a clear separation between service provisioning and service
management. Second, service management can be realized via the service interface.

Customer Domain Provider Domain

Customer NMS Provider NMS

Service Provisioning Service Provisioning

I t I

~’~ Generic Sertice Interface
Service Management Service Management

T v

Active Service Active Service I

Figure 3: Management Interaction in an Active Telecom Environment

Service provisioning includes creating service functionality and securing resources
for the service. It is performed in a cooperative manner between the customer and
the provider through a management interface. The task of provisioning can continue

during the operational phase of a service, e.g., for the purpose of renegotiating
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bandwidth associated with a virtual network,

In a traditional telecom environment, the process of service provisioning and the
resulting service abstractions are service-specific, whereas in an active networking
environment, both the provisioning process and the service abstraction can be real-
ized to be truly generic. Provisioning, say, a virtual network service in a traditional

telecom environment, includes setting up virtual links between customer premises
networks and allocating resources to these virtual links. For the customer, the ser-
vice abstraction consists of a set of links, associated with bandwidth and QoS guar-
antees.

In contrast, service provisioning in our framework for an active telecom environ-
ment gives the customer a more complex, but also more powerful service abstrac-
tion. This abstraction consists of a graph of virtual active nodes interconnected by
virtual links. During the provisioning phase, the customer and the provider coopera-
tively set up such a graph and allocate resources to the service. These resources
include bandwidth for the virtual links, as well as processing resources and memory
for the virtual active nodes. We call this service abstraction a Virtual Active Network
(VAN). (The term Virtual Active Network is also used by other authors in a slightly
different way [7].) The Virtual Active Network is a generic abstraction in the sense
that it provides the customer with a platform for running a large class of services,
not just a single network service. (Note the difference between the VAN, which is
generic, and the virtual network in the previous paragraph, which is a specific ser-
vice.)

The VAN is a powerful abstraction in the sense that the customer can, within the
limitations of the specific VAN topology and the allocated resources, install, config-
ure and run network services without further interaction with the provider. It further
divides the active network resources into partitions for different customers. The
VAN topology is freely selectable, which allows providers to configure the service

abstraction with different degrees of detail, according to a customer’s requirements.

An example is discussed in Section 5, where a customer installs a set of virtual rout-
ers and links in a provider domain.

4.3 Service Management in Active Network Environments

Service management, as understood in this paper, consists of the creation, supervi-
sion, updating and removal of a service on a networking platform. While the pro-
cess of provisioning a Virtual Active Network has to be performed in cooperation
with the provider via the management interface, the task of managing the particular
service a customer wants to run on a Virtual Active Network can be performed via
the service interface and, therefore, without interacting with the provider’s manage-
ment system. Figure 3 illustrates this aspect.

We outline how the service management task is realized with respect to the two
types of customer-provider interaction described in Section 4.1.

In traditional network environments, --as the virtual network example shows-- the
customer has a simple service abstraction and sees the service essentially as a black
box with access points. Service management functionality is supported by the pro-
vider through the management interface (Figure 2) and is limited by the simplicity
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of the service abstraction, which generally supports only monitoring functions.

In an active network environment, a customer can install service delivery and ser-
vice management functionality on the VAN purchased from the provider. The
detailed service abstraction a VAN gives allows for control on a very detailed level,
down to changing the packet scheduling policies in the execution environment.
Examples of customer controlled management functions inside the provider’s
domain include installing and monitoring virtual routers, updating an existing ser-
vice, performing load balancing operations and creating end-to-end connections
with QoS guarantees inside a VAN. These examples are described in more detail in
Section 5.

For a customer, there is a trade-off between increasing the controllability of a ser-
vice and increasing the complexity of the customer’s control and management sys-
tem. For instance, an end-to-end link is relatively simple to manage, but it is also a
less controllable service abstraction than a graph of fully configurable virtual net-
work nodes. Therefore, a designer of an active network service has to engineer a
service abstraction with the degree of controllability that meets best the customer’s
requirements.

In the case where a customer, having an active networking infrastructure on its pre-
mises, outsources a specific service, a provider can install, configure, and update
this service through the service interface shown in Figure 3.

4.4 Architecture of an Active Network Node in a Telecom Environment

Figure 4 gives an operating system point of view of an active network node in a
telecom environment. A node operating system layer configures and provides
access to the node’s resources, such as links, processing and memory resources.
This layer runs the execution environments, separates them from each other, and
polices the use of the resources consumed by each execution environment.

/.,

I Node Operating System I
I Hardware I

Figure 4: Architecture of an Active Network Node in a Telecom Environment

Figure 4 specifically shows the case where a provider offers Virtual Active Net-
works to several customers (Customer 1, .... Customer N). The figure shows one
node of such an active network. Each customer runs its service in a separate execu-
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tion environment. A special execution environment runs the provider’s VAN provi-
sioning and configuration system, which creates execution environments for
customers and is able to modify and terminate them. The VAN provisioning and
configuration system is controlled by the provider’s management system via the
exchange of active packets. The provider’s management system, as shown in
Figure 3, maintains a global view of the provider’s domain for the purpose of VAN
provisioning.

During the VAN provisioning phase, execution environments are created on a set of
active network nodes, according to a customer’s requirements. These execution
environments are connected via virtual links; they collectively form the VAN for
this particular customer. Without further interaction with the provider’s manage-
ment systems, the customer configures its execution environments for the specific
service it wants to run and for the service management functionality it needs. This
configuration process is realized by the customer sending active packets, which con-
tain the code for customizing the execution environments, to the nodes of the VAN.
(See Section 6 for a specific example of such a configuration.)

In the case where a customer outsources network services, the node architecture
shown in Figure 4 is also applicable. In this case, a customer installs a network of
active nodes on its premises and purchases services from one or more providers. A
provider installs, runs, and manages the purchased service on the customer network.
The customer controls the node operating systems and the provisioning environ-
ment and creates an execution environments for each service it wants to purchase.

5 Management Scenarios in an Active Telecom Environment

This section attempts to illustrate the concepts introduced in Section 4 with some
sample scenarios. In most of the scenarios, a customer installs “virtual” routers in
the provider’s domain, While an Intranet based on virtual routers might not be the
most popular service to be installed in a future active environment, we chose it,
because it is easy to understand and it illustrates the powerful capabilities that an
active environment can provide.

5.1 A Customer Installs an Internet VPN in the Provider’s Domain

A customer wants to interconnect geographically separated premises networks that
run an 1P service, in order to create a company-wide Intranet.

Today, there are several solutions for interconnecting customer networks using a
public service provider. Customer networks are often interconnected via leased
lines, or, more recently, by links based on ATM or SONET technology. These links
generally have specified quality of service requirements, which must be met by the
provider. Another solution for interconnecting customer Internets is based on “tun-
neling” packets over a provider’s Internet infrastructure. In all these cases, the ser-
vice abstraction can be described as a set of links between the edge routers of the
customer premises. This service abstraction is created by the provider during the
provisioning phase and is the basis for the service contract between customer and
provider.

With underlying active networking technology in a provider’s domain, a customer
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can lease a Virtual Active Network from a provider. On such a VAN, the customer
can install an 1P service by configuring and running virtual routers, i.e., routers con-
sisting entirely of software components, on the active nodes of the VAN. Such a
scenario allows the customer to manage the virtual routers in the provider’s domain
in the same way as the (hardware) routers in its own domain, without interacting
with the provider’s management system. This is achieved by installing and running
the virtual routers including their management functions in the execution environ-
ment of the active network nodes of the leased VAN (Figure 4), and by communi-
cating with active packets via the generic service interface (Figure 3).

Provide: Domain

Figure 5: The Virtual Active Network as the generic Service Abstraction

5.2 Customer Performs Load Balancing within the Virtual Network

The detailed service abstraction of a VAN in the above case, which gives the cus-
tomer access to nodes inside the provider’s domain, allows the customer to perform
load balancing operation on the Internet virtual private network, which would not be
possible with the traditional, less complex service abstraction of a virtual private
network as a set of end-to-end links.

5.3 Customer Sets up an Internet “Virtual Path”

By having access to the virtual routers introduced above, a customer can partition
the output buffers of these routers, in order to allocate resources to a specific traffic
class. (We assume here a multiclass Internet service, following, e.g., the Differenti-
ated Services concept [19].) By doing so, a customer can install a virtual path
through the virtual private network, and can provide QoS guarantees on this virtual
path --within the limits of the VAN resources-- according to its own specific
requirements.

5.4 Provider Upgrades a Service in the Customer Domain

A customer with an active networking infrastructure can outsource a specific ser-
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vice to a provider. The provider installs, runs and supervises the service in the cus-
tomer domain. An upgrade to this service can be performed by the provider through
the service interface in Figure 3. Since an active network node runs several execu-
tion environments concurrently, the service provider can install a new version of a
service without interrupting the current version. Furthermore, the provider has the
option to run different versions of a service at the same time on the customer’s infra-
structure.

6 A Platform for Evaluating and Experimenting with Active

Networking Concepts

We are in the process of building an active networking platform, in order to test,
evaluate and demonstrate active networking services and management concepts.
The core of this platform consists of a cluster of Ultra-SPARCs, interconnected via
an Ethernet and an ATM LAN. The workstations run the active network nodes (each
node on a separate workstation), the traffic generators used to inject active packets
into the network, and a management system that allows to monitor and control the
active network nodes.

All software components of our platform are written in Java. We chose Java because
of its strengths as a prototyping language for a networking environment, and
because Java directly supports the realization of active messages through the con-
cept of mobile code. In our implementation, an active network node is implemented
entirely in software, which gives us the flexibility for experimenting with different
designs. Performance issues in active networking are beyond the scope of our work,
but a future goal is to realize our management concepts on emerging high-perfor-
mance active networking platforms as [20].

In the reminder of this section, we describe the realization of an active network
node on our platform. We show, how our implementation supports the creation of an
execution environment, the installation of a specific service, and the upgrade of
such a service.

6.1 Realizing an Active Network Node

The active network node architecture given in Figure 1 and Figure 4 is realized as
follows. All the links, the node operating system, and the execution environments
run as separate threads. The in-bound links deliver the incoming packets to the
appropriate execution environments, according to an identifier in the packet header.
The node operation system schedules the execution environments, taking into
account to the processing resources allocated to the execution environments. The
out-bound links run the packet schedulers on the outgoing multiplexer and transmit
the packets produced by the execution environments to neighboring nodes.

The complexity of the active network node we have built is currently in the order of
150 Java classes with 7000 lines of code.

6.2 Managing an Active Network Node

We have implemented a system for a human operator to manage an active network
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node. The system currently has the following functionality. First, it allows us to set
up and configure execution environments and allocate resources to these environ-
ments (see Section 6.3). This functionality is needed for VAN provisioning. Second,
the system allows us to install cut-through links as part of the VAN provisioning
process. Third, the management system enables us to modify the policies of the

scheduler that controls the processing resources of the execution environments and
the scheduler that gives the outgoing buffers access to the link bandwidth. The sys-
tem currently supports two policies: a round robin policy for best effort services and
a fair sharing policy with QoS guarantees for guaranteed services.

6.3 Realizing an Execution Environment for a Customer Service

When our management system creates an execution environment in an active net-
work node, a structure shown in Figure 6 is initialized. This structure represents a
node in a VAN. The execution environment contains virtual in-bound and out-
bound links (each of which corresponds to a link of the active network node), a cen-
tral queue for incoming packets, a packet processing element, and storage for data
and functions. The packet processing element takes active packets out of the central
queue and processes them, using the basic instruction set of the execution environ-
ment, which is a subset of Java, augmented by service primitives, e.g., for storage
access.

Virtual In-bound Links Virtual Out-bound Links 1

( Storage ) Active Network Node

Figure 6: Initial Configuration of an Execution Environment

When creating an execution environment, processing resources are allocated to this
environment. In our implementation, this is realized by creating a thread that runs
the packet processing element and by registering this thread with the scheduler of
the node operating system.

Figure 6 can be interpreted as a virtual machine. It allows us to install and configure
a service-specific, more complex virtual machine, by sending active messages that
contain the code for the new virtual machine to the execution environment. This
process can be compared to boot-strapping an operating system on a computer.
Using this method, a customer can install a specific network service in an execution
environment that has been created by a VAN provider.
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6.4 Installing and Running a Multiclass 1P Service

Installing an 1P service on a active network node is achieved by configuring a virtual
router inside the execution environment shown in Figure 6. The result of this pro-
cess is the environment displayed in Figure 7. The service installation is triggered
by sending a sequence of active packets to the execution environment. Processing
these packets one by one results in installing an 1P routing table, creating output
buffers for the virtual out-bound links, setting up packet schedulers that operate on

these buffers, installing function code for routing and management operations, con-
figuring service-specific control parameters and management parameters, etc. After
that, in a similar way, the 1P service is initialized, which includes starting the rout-
ing protocol.

1P packets arriving at an in-bound link of this initialized execution environment are
forwarded by the processing function according to the routing table and the class
identifier in the packet header. A packet with the destination address of this virtual
router, triggers the execution of a specific local function, such as a routing table
update or a management operation.

Virtual In-bound Links Virtual Out-bound Links

In-bound Link

Control T
Access to Storage Out-bound Link

Control

[m =;Buffer Partitioning, Statistics,..

Storage

Active Network Node

—

—

—

Figure 7: Installing an 1P Service in a Execution Environment

In our prototype implementation, we can change the partitioning of the output buff-
ers and can monitor the buffer usage by sending active packets to the virtual routers
installed on the platform. This way, we can perform service management opera-
tions, as a customer would do while managing its 1P service on a VAN.

6.5 Upgrading the 1P Service

On our testbed, we can demonstrate upgrading the above described 1P service to a
service with multicast capabilities. The process of upgrading a service follows the
same scheme as the process of initializing a service described in 6.4. The virtual
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machine given in Figure 7 must be reconfigured, primarily by adding new objects
and functions for multicast routing and for the management of multicast addresses.
We can perform this service upgrade on an active node without interrupting the run-
ning 1P service. This is possible, because the new service is an extension of the run-
ning 1P service, and the upgrade process is performed as a sequence of atomic
operations, each of which leaves the node in a consistent state, as far as the running
1P service is concerned.

7 Discussion

In this paper, we have investigated the problem of service provisioning and service
management in a telecom environment that is based on active networking technol-
ogy. Starting from the facts that an active network node is able to run different exe-
cution environments concurrently, and that it can be accessed via a generic service
interface, we have explored the possibilities for service provisioning and service
management, primarily with respect to customer-provider interactions. Based on
this work, we conclude that with the introduction of active networking technology a
range of new and flexible options emerge for supporting management tasks.

The paper includes the following contributions. We have outlined a management
framework for a telecom environment with the benefits of

● supporting generic, i.e., service-independent, interfaces for service provisioning
and management;

w giving customers the option to manage their service in the provider’s domain
without interacting with the provider’s management system;

● giving providers the possibility to configure service abstractions with different
degrees of detail and controllability, according to a customer’s requirements;

● allowing a customer to access a service in the provider’s domain, as well as to
outsource a service to a provider.

Further, we have illustrated the above framework with a series of scenarios, and we
have described the realization of some key functions of this framework on our
active networking platform.

All of the above listed properties are consequences of having an underlying active
network, and they are much harder if at all to support with traditional networking
technology. Note, however, that active networking is a field still in its infancy. This
paper makes the assumption that active networking technology will mature and that
it will become commercially successful. As we have pointed out, the major obsta-
cles on this road relate to performance of active network nodes and security con-
cerns. Both of these issues are currently being addressed by the active networking
community.

Our work to date opens up the way for further research. From the management per-
spective, some of the topics worth pursuing are:

● In Section 4, we have informally introduced the Virtual Active Network (VAN)
as the generic service abstraction in an active telecom environment. This con-
cept needs to be formally defined, together with the VAN provisioning interface.
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● In Section 4, we have outlined an architecture of an active network node. When
realizing this architecture, functional support has to be provided within the node
operating system and the management execution environment to partition the
node resources and to police their access by the customers.

● A methodology and toolkits need to be developed to support the design and
implementation of active services and their management. A possible candidate
for such a methodology is a mobile agent paradigm.
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