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Abstract. As host mobility and radio interference in wireless netveodause
packet losses and delays, it is difficult to develop usefubiteoreal-time me-
dia applications. This paper describes a new handoveregyrdor end-to-end
mobility called Competition based Soft Handover Managen{@sHM). Dur-
ing a handover, redundant packet streams are sent throulgiplmmaonnections
which are later merged into one stream when received by tie end-point. As
each network connection competes with other connectionseritributing to the
merged packet stream, the handover process can be viewembagpatition.

As a proof of concept, CSHM has been implemented in Resiltaitile Socket,
RMS, an application-layer mobility scheme and used togetlith Marratech
Pro, which is a commercially available e-meeting appl@atBy using this pro-
totype, the paper shows that it is possible to minimize rddahpackets as well
as decrease packet losses during handovers.

1 Introduction

The rapidly growing number of Wi-Fi hotspots and worldwideptbyment of new
wide-area networks, such as UMTS have made it possible tela@wnew wireless
multimedia services that can be used anywhere and anytiimg aisy available carrier
or operator. Mobile e-meeting applications that are rugrin portable devices with
multi-access capabilities will for example allow users taysconnected and partici-
pate in virtual communities by using wide-area cellulamgeks or inexpensive high
performance Wi-Fi connections.

Even if multi-access gives users more flexibility in comnaartion, it also imposes
new demands on network management and interoperabilitgivibers move between
different physical locations, it may become necessary duenited coverage or bad
network performance to make a handover to another netwarkla®ly, if a better net-
work becomes available, a handover should automaticaligibalized to the network
offering the best price/performance ratio subject to threx’'ssieed.

Today, users must normally take an active part in the harrgweeess and are often
required to manually select which network to use. Moreogiaring or immediately
after a handover it is very common that packet losses angsletzcur due to signaling
propagation of new location updates. For most applicatisash as HTTP or FTP,
handover delay is not of vital importance, e.g. waiting onéw® second extra when



downloading a web page is not critical. For real-time medidte other hand, delays
and packet losses are extremely important and even a srsailflofince can make a
media stream unintelligible.

Research about mobility management has so far mainly fdcasehow to pre-
serve communication and manage location updates. Handmweagement however,
i.e. making fast and low delay handover decisions is stih@lenging problem. A han-
dover algorithm must for example be able to evaluate alllavkd networks and select
the best performing network as fast as possible in ordera@amterruptions in com-
munications. This is particularly difficult as wireless f;emance can fluctuate rapidly
due radio interference, especially if the coverage is bad.

Oscillations are another problem with handover managentieitttakes time to
complete a handover and if the performance of a network fiet) then there is always
arisk that handovers are triggered back and forth betweepntmore networks causing
instability and seriously degraded performance.

These problems raise the question of whether or not it isilples® design a han-
dover algorithm that can:

1. Automatically select the network that is the most suédbl real-time media, i.e.
the network with the least packet losses and end-to-eng.dela

2. Make a handover to that network without the users pemgiviterruptions in real-
time media flows.

3. Make handover decisions without the users perceivingadiegl performance due
to oscillations.

This paper presents a new handover decision algorithmdc@denpetition based
Soft Handover Manageme@SHM, that solves these problems. In the paper it is as-
sumed that mobile hosts have access to at least two conngsiiaultaneously. It can
also be worth to point out that handover decisions are ondgtha@n network perfor-
mance. Decisions based on financial costs, such as dynaangecodels (none flat-
rate) is left for future work.

The rest of the paper is organized as follows. Section 2 giviesgef introduction
to previous work related to handover management. In se&jdhe RMS is briefly
described followed by a more extensive presentation of CShiMsection 4, the al-
gorithm is evaluated using the Marratech Pro prototype argkction 5, the paper is
finally concluded with discussion and future work.

2 Background and related work

There have been numerous proposals for providing lossksddvers and minimizing
the handover delay to support wireless multimedia. Severato-mobility schemes
have for example been proposed to complement Mobile IP dljular IP [18] pro-
vides improved handover support in limited geographicahatby incorporating cellu-
lar principles found in traditional telecommunicationwetks. Another micro-mobility
scheme, Hierarchical Mobile IP [15], tries to reduce the bavatwork registration time
by using a hierarchical network management structure. ferdihce between the work
presented in this paper and research related to Mobile tRatsCSHM is completely



implemented in the application-layer and requires no sttgfpom the networks. As
mobility is managed end-to-end, CSHM can provide seamlasddwvers between any
network (e.g. a handover between a Wi-Fi network and a UMT&aork) and not only
seamless handovers within a Mobile IP or Cellular IP enabégdiork. Another differ-
ence is that the paper focus on handover control, i.e. howigger handovers, rather
than describing how to implement handover support.

A common way to trigger handovers is to monitor the signargith to the base-
stations and use some sort of dwell-timers, hysteresisresttiiold based control al-
gorithm [3,13,19]. One problem with these handover stiate@ that they tend to
increase the handover delay, which makes them unsuitabledbtime media.

To make more accurate handover decisions, several loeaititen handover strate-
gies have been proposed in the literature [6, 8]. Theseestuave shown that user
movements can be fairly predicted by using a history of rdediuser movements, cur-
rent direction and velocity of the user. However, it has bdisgussed that mobility
prediction algorithms in general are incapable of adaptingew situations and that
a small random variation can cause many mobility predicétgorithms to fail [4].
Besides, it is unclear if current technologies, for exantipé&802.11b can provide suf-
ficient positioning precision [10] to make handover decisidast enough to support
real-time media.

Clearly, if packet loss during handovers could be avoidedpletely, it would be
possible to perform speculative handovers without degrattie quality. To provide
lossless handovers between heterogeneous networks, smnbkasg recently been done
to add soft handover support in layers above the network.I&MS [11] provides for
example soft handover support by allowing simultaneousfiseultiple UDP sockets
for data communication. Similar functionality is providiegthe ADD-IP [16] mecha-
nism in the Stream Control Transmission Protocol (SCTP) [7]

The major contribution of this paper is a new type of handoranagement strat-
egy for end-to-end based soft handovers. In contrast ta tfhbased soft handovers
schemes such as [9], CSHM is designed to use multiple IP @bions simultaneously.
Rather than using redundant connections only as passikepé#oks, the paper shows
how redundancy can be used to improve network performandehaw to evaluate
end-to-end performance during handovers.

CSHM can also be compared with other multi-link streamingtgeols, for exam-
ple the work presented in [5] or the Multimedia Multiplexifigansport Protocol [12].
However, it is important to point out that the purpose of CSkMot to increase the
throughput, but rather to minimize packet delay during lesveds.

3 Competition based Soft handover M anagement

There is a strong relationship between handover managesmentobility manage-
ment. While the later provides the fundamental architectbat is needed to execute
handovers, handover management controls and initialiaesldvers. To understand
how CSHM works, it is necessary to first explain how handouppsrt is implemented
in the RMS.
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Fig. 1. An overview of the RMS architecture.

3.1 Resilient Mobile Socket

RMS is an application layer mobility scheme for streamirej tene media, developed
at the division of Media Technology at Lule& University adchinology. The primary
purpose of the RMS is to preserve the communication and geavimore robust plat-
form by allowing applications to suspend connections aed tiesume them using an-
other (or the same) IP address.

An application that sends and receives packets over thenktteormally uses a
socket, representing an end-point of a communication tin&rtother application run-
ning on the Internet. By encapsulating multiple sockets ahew socket abstraction
(RMS), any encapsulated or internal socket can fail witldisturbing the applications.
As each internal socket represents an entry point to eaamected network, running
applications will still be able to communicate if the curreative internal socket be-
comes disconnected and another internal socket is awailabthis way, a handover
process in RMS refers to migrating data flows between diffieireernal sockets.

Figure 1 shows an overview of the RMS architecture and hoeriral sockets are
encapsulated. Note, that RMS besides functionality to senreceive packets also
provides methods to control which internal sockets thaukhbe used.

The SUSPENDprocedure is used to hibernate on-going communicationsaad-
tomatically called when all network connections are last, o internal sockets can be
used.

The HHO (hard handover) procedure provides the opposite operatidns used
to recover from a disconnection or to initiate a handovemotlaer network. During a
hard handover, the currently active internal socket isffiastoved before a new internal
socket is created. A hard handover is typically a reactivarounplanned operation
and occurs when something unexpected happens to the syfsteexample when a
connection is suddenly lost. Managing handovers in thie taquite simple as there is
usually only one connection to choose from.

The SHO (soft handover) procedure provides in contrast to hard trerd, func-
tionality to use redundancy during handovers by using mplelinternal sockets simul-



taneously to send and receive packets. This techniquergltes handover delay and
prevents packets from getting lost, but must be proactivefiated to be effective, i.e.
initiated before the currently active internal socket bees disconnected. Because the
RMS now has access to multiple connections, a handover reareag algorithm must
be able to evaluate and select the best available connection

An important component in the RMS architecture ist@ndover Managemwhich
can be seen to the leftin figure 1. The Handover Manager i@nsdiple for monitoring
the system and triggering handovers by calling the proesiorentioned above. A
difference between RMS and other mobility management selesuch as Mobile 1P,
is that handover decisions are always made per packet steghar than for the whole
system. This makes it possible to apply different handavategjies for different media.
Audio packets can for example be sent over a Wi-Fi connegtlute video packets are
sent over a UMTS network. Moreover, for none real-time médizay be sufficient to
only use hard handovers as soft handovers usually wastevidthdFrom a handover
management point of view, this kind of flexibility is extrelp@nportant as it relieves
the Handover Manager from resolving conflicting handovgumements.

3.2 Competition based Handover management

To be able to use soft handovers efficiently several new prosimust be solved. The
perhaps most difficult problem is how to decide when to ititeasoft handovers. As
mentioned before, soft handovers must always be initidl@®actively, i.e. triggered
when at least two internal socket are available. A soft haedmanagement scheme
must consequently be able to predict when a connection iggoibe lost.

Another difficult problem with soft handovers is how to miriz@ redundancy. As
redundancy wastes resources, both in terms of bandwidtic@mguter resources, an
efficient soft handover management algorithm should stidveninimize redundant
packets and in the same time keep the network performanceoaisas possible.

The rest of this section discusses how CSHM addresses theskeqms and how
handover decisions can be made by using a competition baagdhtion between in-
ternal sockets.

3.3 Making proactive handover decisions

Even if it would be possible to make proactive handover decibased on mobility
prediction, it is important to point out that real-time madiuch as Voice-over-IP re-
quires that handover decisions are made within a couple rditeals of milliseconds,
before the playout buffer is exceeded. Considering theigicatof current technologies
and how much the network performance can fluctuate duringiple@f hundreds of
milliseconds, location-aided handovers do not seem to berapromising approach.
Besides, it is very likely that the performance of a radiovwek gets degraded even if
the user is not moving at all, e.g. somebody closes a dooreanghr touches the radio
antenna.

A more realistic alternative to location-aided handoveoisnake handover deci-
sions based on jitter interruptions in media streams. Whdiorconditions are bad it is
very common that packets get lost over the air interfaceklayer approaches such as



automatic repeat request (ARQ) attempt to hide channed$ofsem the network layer
by re-transmitting lost packets. However, as it takes tionetransmit lost packets, i.e.
ARQ will increase packet delay, and since packets cannatb@rsmitted forever some
packets will still get lost.

When a user moves away from a network physically, it is vekglyi due to lim-
ited coverage that packet losses and delay occur just bafowanection is completely
lost. This information is used by the CSHM algorithm to pridgdy initialize a soft
handover.

When an RMS end-point receives a packet stream from anoti&; R calculates
a packet delay based on the arrival time of the current paok@the previous packet.
If the packet delay exceeds a threshold valejt will send aSHO requesto the
other end-point, asking it to initialize a soft handoverthis way, the receiver sends
feedback to the sender, which makes the final handover decision. If S R both
sending and receiving packets, it will take at least two loaeddecision rounds before
both incoming and outgoing packets are duplicated. Note38&M does not make any
difference between a severely congested network and a rewith bad radio perfor-
mance. If an access network becomes congested somewheeg, #lso be reasonable
to initiate a handover to another network, assuming thattmgested network is not
shared with the other available access networks. In this, ¢here is a risk that redun-
dancy makes the congestion even worse, which will negataééct the performance
of all internal sockets.

Itis important to point out that triggering handovers baseéhterruptions in media
streams can only be applied if packets are sent with regatanals, i.e. packets are
sent in a specific pattern. To manage handovers for othere(real-time) media, the
Handover Manager periodically scans the routing table i@nges. In case a soft han-
dover has not already been initialized, the Handover Manaijegfor example trigger a
hard handover if the currently used network adapter disagfeom the routing table.
Similarly, to determine if a new network adapter performtidrehan the current one,
the CSHM algorithm can be configured to automatically triggeoft handover when a
new network adapter appears in the routing table.

3.4 Filtering out duplicate packets

If packets are not lost over the network, the receiver witl digplicate copies of each
packet when redundancy is enabled. Even if many multimgibieations are designed
to handle forward error correction (FEC) and duplicate p#gkit can dramatically
decrease the performance of the applications. In group aorwation applications,
like Marratech Pro, it is very common due to lack of ubiqug&auulticast to use a
server/reflector to re-distribute packets to other pandints. Hence, sending multiple
copies of each packet will undesirably increase the loadhersérver.

To prevent this from happening, a mechanism is needed todilteduplicate pack-
ets and automatically turn off redundancy when performaecemes satisfactory again.

! RMS provides an in-band signaling protocol, which can belusexchange control informa-
tion between peers.



By encapsulating all redundant packets into a new packedagong a sequence num-
ber, the first packet received for a given sequence numbenisafded to the applica-
tion and all other copies are dropped. One advantage of tisinfirst-come-first-serve
scheme is that it can significantly improve the network penfance during a handover.
If for example two networks are performing badly, it mayldi# possible to merge the
bad networks into one good network.

Algorithm 1 Competition based Soft Handover Management
Ensure: the best performing internal socket is always used

1: dwellTimer <=0

2: loop

3:  if packetDelay > & then

4: enableRedundancy()

5: dwellTimer <= 0

6: endif

7. if dwellTimer > A then

8: 1socketqe faure <= selectWinner(Contributionisocket, ; - , Contribution;socket 5 )
9: disableRedundancy()
10: endif
11:  increase{wellTimer)
12: end loop

3.5 Selecting a new default internal socket

To minimize redundant packets, CSHM uses a dwell-timer ¢ixpires after a prede-
fined amount of timeA. Assuming that a new SHO request has not been received, i.e.
the dwell-timer has not been reset, redundancy will be diésbbfter the dwell-timer
has expired.

The CSHM algorithm is summarized in algorithm 1. One impotrtdifference be-
tween CSHM and other handover algorithms [3,13, 19] is thaitew default connec-
tion is not decided before the handover. During the hand@amh receiver calculates
in percent how much each duplicated stream (internal spckatributes to the merged
stream. This new metric is callgmhcket contributiorand can be viewed as a combina-
tion of packet losses and delay in respect to all other datgit streams. The internal
socket that got the highest packet contribution is seleatethe new default internal
socket after the dwell-timer has expired.

The whole handover process can be viewed asrapetitionwhere the threshold,
@, determines when the competition starts, the dwell-tirderwhen the competition
ends, and packet contribution who the winner is. A competithay not necessarily
resultin a handover as it is possible that the currentlycsetbinternal socket wins. This
means that CSHM can also be used to improve network perfarenaithout actually
switching networks.



4 Evaluation

To evaluate CSHM, a working prototype has been built by irgtgg RMS with Mar-
ratech Pro [1], a commercially available e-meeting sofemaroviding tools for syn-
chronous interaction by combining audio, video, chat andsaie! white-board.

Extensive use of Marratech Pro has shown that audio is the seositive of all
involved real-time media [17]. This evaluation has thereflocused on exploring the
relationship between differedt and A settings and the effect on GSM audio quality.
The following sections describes the prototype, the expental test-bed and present
the results.

RM S-enabled Marratech Pro
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Fig. 2. The test-bed. The arrows illustrates the logical packet.flow

4.1 Implementation

The main part of the RMS is implemented in Java JDK 1.4 underdioft Windows
XP. The Java Native Interface was used to implement funalitynnot supported by
the Java platform. The IP Helper API [2] available in Windomess used to access the
routing table and to detect new or disconnected networktedsap

Marratech Pro was modified by replacing the standard JavagbmnhSocket with
the RMS. Since Marratech Pro clients either uses IP-musltimaa media gateway called
the e-meeting Portal to distribute packets, it was alsosszug to replace the standard
Java DatagramSocket in the e-meeting Portal. The CSHMitligowas implemented
as a part of the Handover Manager mentioned in section 3.1.

4.2 Methodology

The Marratech Pro based prototype has been tested and gstdeowith a commer-
cial GSM/GPRS network and several 802.11b Wi-Fi networksfodtunately, as the



Marratech Pro side, id=isocket1, nic=ORINOCO Wireless LAN, ipaddr=192.168.2.4, ap=home.net Marratech Pro side, id=isocket2, nic=Dell TrueMobile 1150, ipaddr=10.0.1.3, ap=sky.net
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Fig. 3. Packet flows during the experiment.

GSM/GPRS network performed badJyt was impossible to transmit real-time media
over it. Besides, as the network was shared with other uisevas hard to interpret the
results and make repeatable experiments. It was even ditfictepeat the experiment
by moving around between purely isolated 802.11b netwoskis was impossible to
move exactly the same in each experiment. One solution soptitiblem would be to
repeat the experiment until a statistical certainty is imlgtd. However, as this can be
very time consuming, it was decided to use some other method.

Another possibility would be to use a network simulator, &sithis would require
a re-implementation of both CSHM and RMS in the simulator dsviinally decided
to emulate different traffic flows instead. By saving a trateeffir each internal socket
and then replay the trace files it was possible to test hoverdifft® and A settings
affected the merged stream. It was particularly intergstininvestigate packet losses
and how many redundant packets that were received as wetvasrtany times the
playout buffef was exceeded.

Figure 2 illustrates the test-bed that was used to gendratedce files. The test-
bed consists of three hosts and two partly overlapping Widtivorks connected to a

2 The round-trip time was larger than one second.
8 Marratech Pro uses a dynamic playout buffer between 0 anark25



Table 1. Data from the experiment at the Marratech Pro end-point.

Internal socket 1 Internal socket 2 Merged stream Emulated

Packets received 23448 27699 30557 30557
Total packet contribution 26.5% 73.5% - -
Packet delay> 50 ms 286 290 114 132
Packet delay> 125 ms 57 53 22 22

Lost packets 7468 3217 359 359

Table 2. Data from the experiment at the Portal end-point.

Internal socket 1 Internal socket 2 Merged stream Emulated

Packets received 24867 29319 30909 30909
Total packet contribution 5.1% 94.9% - -
Packet delayp50 ms 350 280 166 166
Packet delay>125ms 68 27 27 27

Lost packets 6049 1597 7 7

shared network. Wi-Fi connectivity was provided by two ApplirPort with built-in
NAT routing and two Lucent Orinoco Wi-Fi adapters attached taptop. Each Wi-Fi
adapter was associated with different Wi-Fi network. Theag&eting Portal was run on
a AMD Athlon 1.2 GHh computer and the others were run on InggitRim 111 1.2 GHz
computers. Microsoft Windows XP Professional was used a®perating system on
all computers.

4.3 Results

The trace files were generated by moving around physicatly evie laptop in the test-
bed and sending GSM audio between the two Marratech PraliBg disabling the
CSHM algorithm temporarily and using redundancy duringwhmle experiment, it
was possible to get full trace files for both internal sockets

Figure 3 shows the packet delay for each internal sockeeatidrratech Pro side
as well as the packet delay for the merged packet streamlaBirasults were obtained
for the Portal end-point.

As can be seen in figure 3(a) and 3(lmternal socket llost connectivity three
times whileinternal socket 2ost connectivity only one time. Since all disconnections
occurred at different times, it was possible to meargernal socket landinternal socket
2 to one packet stream without the user noticing any discdiorecat all. Moreover,
note that the packet delay for the merged stream is significeeduced compared with
internal socket landinternal socket 2Apparently, all copies of a specific packet were
not always lost even if the packet loss rate was high for ba#rinal sockets.

Table 1 and table 2 summarize statistics from the experifoettie Marratech Pro
and the Portal end-point. At the Marratech Pro sidiernal socket Tontributed in total
with 73.5% of all packets received and at the Portal sidiernal socket kontributed
with 94.9% of all packets sent to the Portal end-point. Not the Portal end-point



Table 3. Relationship betwee@, duplicated packets and lost packefs= 100 ms.

@=Infinity $=21 msP=25 msP=50 ms$=100 ms

Packets received 30909 30885 30868 30862 30799
Packet delay>125 ms 22 22 22 22 22

Lost packets 7 31 48 54 117
SHO requests 0 2498 1924 1104 541

Duplicated packets 23306 3103 1882 870 363

Table 4. Relationship betweer, duplicated packets and lost packets: 50 ms.

A=Infinity A=50 msA=100 msA=200 msA=0.5sA=2s
Packets received 30909 30725 30862 30871 30868 30891

Packet delay>125 ms 22 22 22 22 22 22

Lost packets 7 191 54 45 48 25
SHO requests 0 1131 1104 1078 1075 1016
Duplicated packets 23306 237 870 1653 2519 11873

only had one network connection during the experiment amtd@nly one internal
socket. The result presented in table 2 shows hovintteenal socket Jand theinternal
socket docated at the Marratech Pro side were perceived at thelBatta

As can be seen in table 1 and table 2, the emulated streanspongs quite well
with the merged stream obtained from the experiment. Thgeakstream can also be
viewed as the base case or the optimal case as redundanciwags ased. Ideally, a
& and A setting should result in a similar stream, but with less nefdunt packets.

4.4 CSHM performance

The CSHM parameter space was explored by locking one paeameéherA or ¢ and
tuning the other parameter. The goal with this investigatias not to obtain an optimal
parameter setting, but rather to get a better understandithg CSHM algorithm.

Table 3 and 4 show the relationship betweeh,®, lost packets and duplicated
packets for the Marratech Pro end-point. Similar resultsewagbtained at the Portal
end-point. The numbers presented in table 3 and 4 are aveshges from six test
runs. As can be seen in table 3, a sndallalue resulted in many SHO requests, which
consequently resulted in more duplicated packets and hlesselost packets. Each
GSM packet was sent with approximately 20 ms delay and gettiolose to 20 ms
resulted in 2498 SHO requests. Whemas set in the range between 0 and 100 ms, the
playout buffer was exceeded 22 times, which is exactly timeesperformance as the
base-case, i.e. the optimal performance.

The relationship between, lost packets and duplicated packets was investigated by
locking® to 50 ms and adjusting th& parameter. As expected, a latdevalue resulted
in more duplicated packets and hence less lost packets Bdandancy improved the
performance during the experiment, a larfyealso resulted in fewer SHO requests.



By studying the trace files it was observed that if the packeta jitter was low
and packet losses were concentrated in terms of time, it ¥fiagent to use a lowd
value and a bigA value. If on the other hand the packet arrival jitter was hiplen it
made more sense to use a higteralue to prevent the CSHM algorithm from always
being active.

5 Discussion

In the introduction it was asked whether or not it is possiblelevelop a handover
decision algorithm that can:

1. Automatically select the network that is the most suédbl real-time media, i.e.
the network with the least packet losses and end-to-eng.dela

2. Make a handover to that network without the users pemgiviterruptions in real-
time media flows.

3. Make handover decisions without the users perceivingadiegl performance due
to oscillations.

In brief, the key to solve all these problems is to utilize tiplé network connec-
tions simultaneously. The first problem is for example sdligg using redundancy to
compare each network connection and automatically sélectdnnection with the least
packet losses and end-to-end delay. As the use of a newahszoket does not affect
the performance of the currently used socket, there is Rahi the performance gets
degraded because of a handover. As an implication, it is mgeoimportant to reduce
the handover frequency, i.e. the users will not perceive @arjormance degradation
when trying a new network.

The second problem is solved by merging multiple packeastgeinto one stream.
This technique can also be used to decrease packet delayednder packet losses
without performing a handover to another network. The teguiesented in the paper
indicate that CSHM can be used to merge badly performing orésvto one good
network. However, if redundancy is going to be used as prghas the paper, it is
important to be able to control and minimize redundant peckehe results suggest
that CSHM can be used to solve this problem or at least to eedhduindant packets for
GSM audio traffic.

Regarding the oscillations, i.e. the third problem, the ®&B&lgorithm does not di-
rectly eliminate the oscillations as it is still possiblatihnandovers are triggered back
and forth between several networks, i.e. multiple SHO retpu@re triggered. However,
the users will not perceive degraded performance due tostilaions as the host re-
ceives packets from both the old and the new network duriadpgimdover. Rather than
repeatedly switching between two badly performing netwp@SHM uses redundancy
to improve the performance until some of the networks becstakle again or until
there is only one working connection left.
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