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Abstract— In the era of 5G/6G developments and Multi-

access Edge Computing (MEC) adoption, the 

telecommunications sector faces the dual challenge of enhancing 

network capabilities while mitigating environmental impact. 

This paper introduces an innovative architecture and 

methodology that leverages programmable data planes to 

address these concerns. Employing the P4 programming 

language and QUIC protocol, we propose dynamic load-

balancing schemes for switches and servers, aiming to minimize 

energy consumption and carbon footprint without 

compromising network performance. Our methodology aims to 

deliver potential energy savings and enhanced reliability, 

providing a scalable solution for environmentally sustainable 

5G/6G future network deployments. 

Keywords—Programmable data planes, green computing, 

energy consumption, 5G/6G, MEC, P4, service availability. 

I. INTRODUCTION  

The push towards 5G/6G and edge computing (for 
instance, based on MEC) aims to build ultra-reliable, high-
bandwidth, and low-latency communication networks with 
cloud-native services. These attributes enable a wide range of 
applications from autonomous vehicles (V2X) to 
virtual/augmented reality (VR/AR) and 3D gaming, as well as 
industrial IoT [1]. However, the deployment of these networks 
demands substantial infrastructure required to support 
advanced computing capabilities, which in turn scales-up 
energy consumption and contributes significantly to the 
carbon footprint of telecommunications operators [2,3]. This 
introduces a critical need for innovative solutions that not only 
embrace the capabilities of 5G/6G and MEC but also address 
the environmental implications of their widespread adoption. 

One promising approach for mitigating the energy 
demands of the aforementioned infrastructure lies in the 
strategic application of Software-Defined Networking (SDN) 
principles by offloading 5G/6G network functions to 
programmable data plane devices [4]. These devices have the 
capability of enhancing system performance (e.g., higher 
throughput, lower latency) and support advance traffic 
management by customizing packet processing [5]. Thus, the 
data plane can be programmed to dynamically adjust network 
device usage based on the detected traffic flow. During 
periods of low traffic, certain components can be powered 
down or operated in a low-power state, significantly reducing 
energy consumption This strategy is particularly relevant in 

the context of the Access Gateway Function (AGF), a 5G 
network function (NF) that bridges fixed network users with 
the 5G/6G core [6]. Furthermore, by hosting MEC services, 
the AGF can benefit from the proximity to end-users so 
enhancing service delivery while optimizing energy 
consumption. 

This paper introduces a novel architecture and 
methodology dedicated to a dynamic power management 
scheme of the network infrastructure. This scheme aims to 
achieve a dual objective: Aggregate network traffic across the 
fewest possible switches in accordance with traffic volume 
demand and distribute the incoming workload among servers 
based on their existing energy resources. To achieve these 
goals, this framework proposes P4 as the programming 
language for the data plane [7] and adopts QUIC as a transport 
protocol, offering enhanced adaptability to network variations 
[8]. Additionally, we present an impact analysis to explore the 
tradeoffs between achieving energy savings and maintaining 
service availability. 

II. ARCHITECTURE 

The Third Generation Partnership Project (3GPP) 
introduces a Service-Based Architecture (SBA) for 5G [9], 
complemented by the Broadband Forum's (BBF) 5G Wireless 
Wireline Convergence (WWC) framework for integrating 
fixed and mobile services (Fixed Mobile Convergence, FMC) 
[10]. A fundamental component within this framework is the 
AGF, which serves as a bridge linking the FN-RG with the 5G 
Core (5GC).  

In addition to managing user traffic and executing 
subscriber services like authentication, authorization, and 
accounting (AAA) [11], the AGF can extend its capabilities to 
interface with MEC services. These services can include 
content delivery, data caching, real-time analytics, and 
support for industrial Internet of Things (IoT) applications, 
leveraging the AGF's strategic position near end-user devices. 
Fig. 1 illustrates the AGF-MEC integration in a 5G system.  

The architecture proposed in this study delves into a 
specific setup where the AGF accesses MEC services via a 
spine-leaf network topology, as illustrated in Fig. 2. This 
chosen topology, typically employed in data centers, 
streamlines the separation of control and data planes while 
optimizing the distribution of network traffic [12]. It thereby 
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creates an ideal environment for implementing sustainable 
load distribution strategies aimed at enhancing energy 
efficiency directly within the data plane. It is worth 
mentioning that in this study, the MEC architecture is 
presented as a generic computing platform. Furthermore, Fig. 
3 further exposes the hierarchical structure of this setup which 
include the following type of switches: 

• Server switches: nodes that link the MEC servers with 
the broader network. 

• Aggregation switches: nodes that manage the traffic 
flows between MEC hosted services and the AGF. 

• AGF switch: node that direct the traffic to and from the 
AGF, ensuring seamless connectivity. 

It can also be noted that the communication between the 
SDN controller and the programmable switches is done 
through gRPC-based southbound APIs (e.g., P4Runtime and 
gNMI) [13], [14]. 

III. METHODOLOGY 

The proposed methodology details the design of two P4-
based load balancing schemes that need minimum 

involvement of the control plane. Using data plane 
programmable devices, we establish a unified AGF-MEC 
management platform. This integration significantly reduces 
latency and mitigates network congestion when compared to 
traditional software-based solutions. Our procedure takes a 
similar approach of the studies in [15] and [16] but employs 
QUIC as a transport protocol due to its ability to identify flows 
efficiently independently of network changes.  

The first load balancing scheme will consolidate traffic in 
the least number of aggregation switches handling flows 
between AGF and MEC, and then deactivating the ones that 
are not being used for reducing overall device consumption. 
The second load balancing scheme will use service switches 
to forward workload to MEC servers that have available 
energy resources. This represents a double approach 
procedure to optimize energy consumption in a vital part of a 
telecommunications network. The operational details are 
described in the following sub-sections: 

A. Load balancing for switches 

As it can be seen in Fig. 4, this procedure is composed of 
3 stages: Register Initialization, Traffic Volume Estimation 
and Dynamic Active Switch Adjustment. 

 

Fig. 1. AGF-MEC integration in a SBA 5G architecture 
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Fig. 2 Spine-leaf topology for MEC services 
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1) Register initialization: The process starts with the 

definition and initialization of P4-registers that mark the 

beginning of a time interval for traffic measurement (R1), 

estimate the incoming traffic volume (R2), and track the 

number of active aggregation switches (R3). These registers 

are initialized and updated directly in the data plane. 

Additional registers for setting the switch type (R4), defining 

the time interval length (R5) and the threshold traffic (R6), 

are also required to be incorporated to fulfill the network's 

specific needs and topology, underlining the process's 

adaptability and scalability. This last group of registers are 

initialized from the control plane but will be updated in the 

data plane. 

2) Traffic volume estimation: Unlike traditional TCP 

traffic, QUIC encrypts almost all packet information, 

including the payload and most header fields. The operation 

leverages QUIC's visible headers for packet identification 

and load balancing through ECMP routing. Specifically, the 

hashing function relies in QUIC’s Connection ID header (one 

of the few unencrypted fields), alongside source and 

destination IP addresses. The hash width is provided by R3, 

i.e., the number of aggregation switches. This estimation is 

necessary for understanding traffic patterns and making 

informed decisions on the allocation of traffic. The traffic 

volume, represented by the R2 register, is updated for each 

incoming packet in the time interval R1, relying on packet 

counts and sizes as proxies for the actual load due to QUIC's 

encryption. 

3) Dynamic active switch adjustment: The core of the 

process lies in its capability to dynamically adjust the number 

of active aggregation switches in response to incoming traffic 

conditions. This is achieved by monitoring the traffic register 

and comparing its value against the predefined threshold (R6) 

at the end of each time interval, as determined by R5. 

Depending on the outcome, the R3 register is updated to 

either increase or decrease the number of switches engaged 

in traffic forwarding. Finally, the information relative to the 

number of active switches needed, stored in R3, is sent to a 

power management feature in the control plane. This module 

will deactivate the switches that are not processing any traffic 

thereby optimizing hardware energy resource utilization. 

B. Load balancing for servers 

Three phases are identified for this procedure: State 
Initialization, Info-packet Handling and Client Request 
Processing. The details are depicted in Fig. 5. 

1) State initialization: Registers and match-action tables 

are configured within the programmable switches to manage 

server resources and client connections. Each server's green 

resource availability index is stored in a dedicated register 

array, initially set to zero (R7). A virtual IP address (VIP) is 

assigned for processing incoming client packets. A host 

information table is also initialized. This table details actions 

for packet forwarding based on the server ID, including MAC 

header rewriting and destination IP address adjustments. 

2) Info-packet handling: Servers periodically send 

outgoing info-packets to the programmable switches. These 

packets contain a resource availability index, encoded within 

the payload of a QUIC frame, using a predefined format for 

ease identification and parsing by the switch. Upon receiving 

an info-packet, the switch parses it to extract the server ID 

(utilizing QUIC's source connection ID for initial packets) 

and the resource availability index. This information is stored 

in the server data registers and used for subsequent server 

selection decisions. 

3) Client request processing: Client requests incoming to 

servers are directed using VIPs. New connections are 

established through QUIC's initial handshake process, which 

incorporates a unique, unencrypted connection ID field. This 

ID aids in selecting an appropriate server based on current 

energy resource availability and connection requirements, 

ensuring an efficient allocation of workloads to servers with 

sufficient resources. To maintain connection affinity, the 

switch maps the initial connection ID to a server ID. This 

mapping is dynamically updated to reflect any changes in 

connection IDs, ensuring consistent routing of packets to the 

correct server. This method replaces the TCP timestamp-

based approach with a mechanism that is inherently 

supported by QUIC's connection management features. For 

incoming client requests, the system evaluates the resource 

availability index of each server. If a server with sufficient 

 

 

Fig. 3 Spine-leaf topology for MEC services 
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Fig. 4 Load balancing for switches flowchart 
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resources is available, it is selected to handle the request. 

Otherwise, a round-robin method is employed. The switch 

modifies the client packet by replacing the VIP with the 

server's actual IP address, facilitating direct communication 

between the client and the selected server.  

IV. ANALYSIS OF IMPACT ON AVAILABILITY 

When deciding on power down part of the infrastructure, 
the service availability can be compromised. Here we will 
analyze the tradeoff between availability and energy savings. 
It is important to clarify that this analysis focuses exclusively 
on the energy savings associated with the networking 
components of the architecture. Therefore, considerations 
regarding energy savings from cloud computing are outside 
the scope of this study. 

A. Calculation of availability 

Let’s assume the scenario depicted in Fig. 6 with a MEC 
node hosting number of servers providing value added 
services, such as video streaming, gaming, etc. The MEC node 
has two Top-of-the-Rack (ToR) switches, namely Leaf-1 and 
Leaf-2 providing connectivity to the servers running 
applications, which are interconnected by means of two 
additional switches, Spine-1 and Spine-2. These servers can 
host standalone functions, microservices, etc. This MEC 
structure is connected to the AGF User Plane, so providing 
connectivity towards the end user and other network 
segments. Note that the AGF Control Plane can be even an 
application running on one of those servers.   

Different redundancy schemes could be considered. For 
instance, if the servers are only connected to the ToR of its 
rack, then different instances of the same application should 
run on different servers of each rack. An alternative could be 
that each server is connected to the two ToRs, so that the 
application can be deployed in one single server (with the 
redundancy being provided by another server in a different 
location / AGF).  

In principle, this infrastructure should be powered up even 
during low traffic periods, for instance, by night. The extreme 

case would be the one in which just one single server is 
injecting traffic to the residential users. Even for that case, in 
a conventional scenario, all the spine and leaf nodes run and 
consume energy. 

Let us assume that situation of minimal traffic in which a 
single server is delivering traffic. We can consider for 
example a video streaming application serving content to an 
area served by the AGF. In that minimal traffic situation, we 
can assume that just one single 10 GE port is used in the server 
for the purpose of delivering content. 

Assuming, for simplification, a unique coding scheme for 
the on-demand content, with an average bit rate of 5 Mbps per 
video stream [17], this implies that up to 2,000 residential 
users can be served in such minimal traffic scenario. If we 
consider an average subscription rate of 8 €/month for video 
streaming services, the revenue on risk for service 
unavailability is of the order of 16,000 € in the extreme case 
that the full subscription rate per customer is counted as 
penalty. 

Let us now compare the availability values in the situation 
of switching off the networking infrastructure (that is, spine 
and leaf nodes) for a minimal traffic situation. In this case we 
assume that the only active server is connected to its 
corresponding ToR (i.e., leaf switch), which at the same time 
is connected to one single active spine node providing 
connectivity to the AGF User Plane. 

In order to calculate the availability of such scenario, we 
reference the Mean Time Between Failures (MTBF) and 
Mean Time To Repair (MTTR) metrics as reported in [18] 
These calculations are based on the performance of an 
Extreme SLX9150 switch used in both leaf and spine 
configurations. The relationship between the aforementioned 
parameters and device availability is given by: 

������������ =  
��
�

(��
� + ����)
 

(1) 

As it can be noted, this expression links reliability metrics to 
the availability of a network device. 

The MTBF for the SLX9150 switch is 450,938 hrs. The 
calculations in [18] assume an MTTR value of 8 hrs., which 
will be dependent of the type of facility where the equipment 
is deployed and/or the availability of spares. Here we are 
considering a MEC environment, thus geographically 
distributed, where could be the case of not storing locally an 
additional unit for fast substitution of failed equipment. Thus 
8 hrs. are assumed also here for MTTR in conventional 
operation scenario. This deals to an availability figure per 
switch of 99.99823%. 

With these values in mind, the availability of the scenario 
depicted in Fig. 6 is as follows: 

• Situation in which all leaf and spine nodes are 
powered up. The availability of the scenario (A) is 
determined by the availability of the alternative paths 
between AGF User Plane and the server. This means 
that the connectivity will be in place if either S1-L1, 
or S1-L2, or S2-L1 or S2-L2 paths are available. The 
availability in this case can be calculated as: 

� = 1 −  �(1 − ������) × (1 − ������)
× (1 − ������)
× (1 − ������)� 

(2) 

 

 

Fig. 5 Load balancing for servers flowchart 
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 The resulting figure of availability is ≈ 100%.  

• Situation in which one spine and one leaf switches are 
powered down during low traffic demand periods. 
Taken as extreme case the minimal traffic scenario 
described before, the availability is determined just by 
the availability of a single path, e.g., S1-L1. The 
availability in this case can be calculated as: 

������ =  ��� × ��� (3) 

With the value of availability for the SLX9150 
switch, this leads to an availability of 99.99645%. 

The corresponding unavailability, calculated as 1 - 
99.99645%, translates to an estimated annual downtime of ~ 
18 min. It is important to note that this unavailability figure 
strongly depends on the MTTR value used in the analysis. 
Unlike typical scenarios where repair time is the primary 
factor, in this specific case, the recovery time is determined by 
the time required to detect the failure and the triggering of 
power-up procedures for switches at the MEC facility. 

In this context, the deployment of a P4-based 
infrastructure within the MEC facility becomes relevant for 
mitigating the impacts of failures. According to findings 
presented in [20], P4-based hardware switches can be 
effectively employed to rapidly detect link failures, achieving 
detection times of less than one millisecond. This capability 
would allow to react fast in an event of node or link failure, 
triggering the process of powering up the dormant leaf and/or 
spine switches and recovering connectivity. If we assume that 
the detection plus the powering up of the spine and leaf 
switches is less than 15 min. (the usual reboot time for this 
kind of devices), the immediate detection of failure in P4 
infrastructure reduces the expectation of unavailability to ~ 1 
min. This significantly minimizes the risk of revenue loss due 
to service unavailability while reducing energy consumption. 

As it is evident, a clear tradeoff exists between system 
availability and energy consumption. To further evaluate such 
tradeoff, we will next analyze the potential savings in energy 
consumption that can be achieved. 

B. Calculation of energy savings 

Let us now focus on the potential energy savings. 
Revisiting the SLX9150 switch, which serves as our reference 
model, its specifications indicate an energy consumption of 
104 W in typical operational mode [21]. With this energy 
consumption value, we calculate the total energy consumption 
for a conventional scenario where all leaf and spine switches 

are in working mode. The total consumption per month is 
given by: 

���� = ��� !�"# × 4 × 24 × 30 = 299,52 kW (4) 

where the unitary consumption of a switch is multiplied by the 
4 units in the MEC facility, running 24 hrs. for 30 days. 
 On the other hand, we can consider the strategy of 
switching tow of the SLX9150 switches (one spine and one 
leaf) during low demand traffic situations. The typical pattern 
of traffic in an operational network has diurnal shape, with 
clear peaks and valleys in specific hours of the day. We can 
assume that during certain periods all the demand could be 
served from a single rack in the MEC facility, then strictly 
needing just a spine and a leaf node for that purpose. Let us 
assume that such period is 8 hrs. per day for our calculations. 
This would imply that the energy savings per month at a single 
MEC facility, specifically from networking switches can be 
quantified as follows: 

�(�)*+ = ��� !�"# × 2 × 8 × 30 = 49,92 kW (5) 

where the individual consumption of a switch is multiplied by 
the 2 units in the MEC facility, the ones switched-off during 8 
hrs. along 30 days. 

 Extending such saving to the total footprint of edge 
computing sites can represent an important amount of energy. 
These MEC facilities could be deployed in PoPs concentrating 
on main distribution areas (at region/province level) or in 
central offices in such a country. The number of MEC 
facilities could account from 100 to 1,000 in those cases, for a 
mid-size country. This is compatible with the number of 
aggregation (the former) and pre-aggregation (the latter) sites 
considered in reference networks like in [22]. 

V. CONCLUSION 

The proposed architecture and methodology for green 

MEC services using programmable data planes offer a 

promising path toward achieving energy efficiency in 5G and 

beyond networks. By adaptively managing traffic flows and 

device usage, our approach aims to achieve substantial 

energy savings and a reduced carbon footprint. The 

employment of P4 for data plane programming and QUIC for 

transport protocols highlights the adaptability and efficiency 

of this solution in handling dynamic network conditions. 

Furthermore, we conducted an availability impact analysis to 

explore the balance between enhancing energy savings and 

maintaining service availability. Future work will extend to 

the practical implementation and evaluation of our framework 

through hardware deployments, such as P4-based hardware 

switches and SmartNICs, within a controlled testbed 

environment. This step will allow a full deployment analysis 

of the benefits and potential of our framework in green 

network engineering. 
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