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Abstract—mmWave communications are paving the way for next generation cellular networks due to their inherent ability to provide high data rates and mitigate interference. However, the intermittency of mmWave links and the advent of low-latency eXtended Reality (XR) applications presents a conundrum for satisfying strict QoS constraints. We propose a multi-tiered multi-connectivity network architecture which exploits mmWave macro-diversity to allow users (UEs) to connect to multiple base stations (gNBs) simultaneously and rapidly switch between them. The power of our proposed architecture lies in multiple tiers of multi-connectivity, wherein we selectively replicate UE data at a subset of associated gNBs in order to improve the response time to blockages. We evaluate the performance of XR traffic with standard scheduling algorithms. Our results show that connecting to multiple gNBs and enabling the scheduler to rapidly switch between them shields the UEs from higher handover delays and minimizes data plane interruptions. Although we show that our network architecture allows for much better performance even with conventional scheduling algorithms, we also highlight the need for better scheduling algorithms optimized for the multi-connectivity paradigm.
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I. INTRODUCTION

The promise of eXtended Reality (XR) applications, which include Virtual Reality (VR), Augmented Reality (AR), and Cloud Gaming (CG), has taken the world by storm [1]. These services are the cornerstone of next-generation wireless networks and fundamental changes in network architecture and protocols are needed in order to meet their requirements of high bandwidths, low latencies, and strict deadlines [2]. Fortunately, as we move into the millimeter wave (mmWave) spectrum and beyond, the fundamental characteristics of these wireless systems offer us potential solutions for catering to XR traffic demands.

Fifth generation (5G) cellular networks have already led the charge into mmWave technology, which operates at frequencies above 24 GHz, thereby utilizing the enormous amount of spectrum available in these frequency bands [3]. At these frequencies, the radio propagation characteristics are starkly different from their microwave counterparts. First, according to the Friis transmission equation [4], the path loss can easily exhibit 30-40 dB more attenuation. This higher path loss necessitates focusing power into fairly narrow and very directional beams, that can be realized through phased antenna arrays, whose implementation is made possible thanks to the smaller wavelengths that correspond to these frequencies. Furthermore, due to the exacerbated blockage and shadowing effects [5], the wireless links exhibit rapid variations in quality, thereby leading to severe intermittency in link connectivity between the user (UE) and the base station (gNB).

To address these challenges, and to maintain an acceptable level of service despite this intermittency, the density of gNBs in mmWave cellular networks is expected to be significantly higher than in sub-6 GHz systems [6]. It will be greatly beneficial for the UEs to harness macro-diversity from the nearby gNBs in sixth generation (6G) and future cellular networks. As XR applications are becoming an increasingly vital component of the ecosystem, it is essential to study the impact of the degree of multi-connectivity and handover delays on the performance of XR applications that operate under strict Quality of Service (QoS) constraints.

In this paper, we propose a network architecture that utilizes mmWave multi-connectivity in order to reduce the handover delays experienced by the UEs and minimize data plane interruptions. We evaluate the performance of XR applications over such a network and validate that the higher level of connectivity offered by such a network does in fact translate to better performance for XR applications.

The key contributions of this paper are as follows:

- We propose a multi-tiered network architecture for mmWave multi-connectivity in the access network that provides better performance even with conventional scheduling algorithms. We show that our architecture allows us to shield the UEs from high handover latencies in case of blockages, minimizes data plane interruptions and enables fast switching between multiple gNBs.
- We present system-level performance evaluation results for XR applications in a multi-cell mmWave network using the statistical traffic model given in 3GPP standards. Our results show that our multi-tiered multi-connectivity architecture significantly reduces the response time to blockages and leads to better performance for XR applications with strict deadlines.
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The rest of the paper is organized as follows. Section II presents related work. We propose our multi-connectivity architecture in Section III and describe the system models in Section IV. In Section V we describe our simulation setup, present results obtained by our simulations, and discuss the key takeaways. Finally, Section VI concludes our paper and highlights possible avenues for future research.

II. RELATED WORK

Exploiting multi-connectivity in the access network to gain better performance is not a new concept, nor is it unique to mmWave networks. In fact, multi-connectivity was first proposed for sub-6 GHz networks with the introduction of Dual Connectivity (DC) in heterogeneous Long Term Evolution (LTE) networks in 3GPP Release 12 [7]. DC refers to the most basic multi-connectivity where the UE is connected to only two base stations. Although DC contributed to throughput gains, it did not gain much traction in sub-6 GHz networks because the overhead involved in maintaining dual connectivity far outweighed any performance improvements to be had. With the move towards mmWave networks in 5G, multi-connectivity has received renewed interest due to several reasons. First, it is easier for a UE to be within range of multiple gNBs due to the high densification of gNBs required to provide adequate coverage at mmWave frequencies. Second, directional beams in mmWave networks offer an opportunity to provide multi-connectivity without creating excessive interference between neighboring gNBs. Last, meeting the strict QoS constraints of next-generation applications such as XR provides further incentives that makes the high overhead cost of multi-connectivity tolerable from a cost-benefit tradeoff perspective.

Multi-connectivity in mmWave networks has been studied in [8], where the impact of gNB discovery time, handover execution times and degree of multi-connectivity was studied with respect to QoS criteria such as out-of-service probability, outage duration and radio link failure (RLF) probability. However, the weakness of the proposed architecture was that data would either have to be replicated at all connected base stations, which would be prohibitively expensive in practice, or would have to be redirected from the Master base station to the Secondary base stations, which would incur additional delays. In [9], a new transport network architecture was proposed that would enable fast control signalling and leverage multi-connectivity via a fiber ring to improve QoS for different applications. Petrov et al. [10] considered different multi-connectivity scenarios to study the impact of the degree of connectivity, and showed that a high degree of multi-connectivity would enhance the reliability of the system at the cost of significant signaling and computation overhead. On a similar note, Gapayenko et al. [11] showed that increasing the degree of multi-connectivity up to 4 could provide benefits in terms of lower outage probability and higher spectral efficiency.

With regards to standardization, in Release 12 3GPP introduced the Intra-Utra Dual Connectivity (DC) which is the inter-site DC between two LTE base stations (i.e., same Radio Access Technology), where both base stations are connected to the Evolved Packet Core (EPC). Since then, 3GPP has iteratively expanded on use cases and functionality of dual connectivity, and it is now a key feature of the 5G NR standard. According to the 3GPP NR Release 16 standard [12], Multi-Radio Dual Connectivity (MR-DC) is the term that is generally being used for multi-connectivity. With the introduction of 5G New Radio (NR), 3GPP introduced four configurations for MR-DC, of which only one (NR-NR Dual Connectivity or NR-DC) falls under the standalone architecture and represents the 5G equivalent of the LTE DC.

The performance of XR applications in different networks and systems has also been a keen area of interest recently. XR is characterized by both high data rate and a strict packet delay budget (PDB), thereby giving it the difficult-to-meet constraints of both 5G enhanced mobile broadband (eMBB) and ultra reliable low latency communications (URLLC) [13]. In [14], system-level performance results for XR over a 5G-NR network were presented and several enhancements, such as traffic aware scheduling, were proposed in order to boost the performance. Petrov et al. [15] also performed a case study which demonstrated that 5G NR can already support XR services, but with a limitation on the number of XR devices per cell at high data rates. A key drawback of these studies is that they fail to explicitly take into account the effect of blockages, which severely affect the performance of any mmWave network. The focus of this paper is to quantify the effect of blockages on XR traffic performance, and evaluate how a multi-connectivity architecture can enable us to circumvent data plane interruptions that arise due to blockages and satisfy strict QoS constraints.

III. MULTI-CO NNECTIVITY ARCHITECTURE

We consider a mmWave wireless network comprising of a set of gNBs, $|\mathcal{M}| = M$, and a set of UEs, $|\mathcal{N}| = N$. Thus, there are up to $M \times N$ mmWave links in the system. The critical component of our infrastructure is the UEs’ ability to connect to multiple gNBs simultaneously, a feature of emerging 3GPP standards [12]. The cornerstone of this architecture is that it further devolves multi-connectivity into two main tiers, Association and Data Replication, based on the level of connection and data availability. The bifurcation of the multi-connectivity architecture is motivated in part by the overhead costs of replicating UE data at a large number of gNBs. By choosing to associate with a larger number of gNBs, and replicating the data at only a smaller subset of them we can reap the benefits of a higher degree of connectivity while significantly reducing the overhead costs. Moreover, the two-tier architecture allows us to reduce the handover delay experienced by the UEs in the vast majority of blockage scenarios. This allows us to minimize data plane interruptions and boost QoS performance for XR applications. Fig.1 depicts our multi-connectivity network architecture.
A. Multi-Connectivity Tiers

Since the range of mmWave links is quite short, it is possible that some gNBs are out of range of the UEs and, hence, no connection is possible. Even if a gNB is within range, it is possible that it is blocked and hence undiscovered by the UE. We define a set $C_{n,t} \subset M$, which comprises of all the candidate base stations for user $n$ at time $t$:

$$C_{n,t} = \{ m : \sigma_{m,n} > \sigma_{th}, |C_{n,t}| \leq M \ \forall m \in M \},$$  \hspace{1cm} (1)

where $\sigma_{m,n}$ is the signal-to-noise ratio (SNR) of the link between the gNB $m$ and UE $n$, and $\sigma_{th}$ is the minimum SNR required for a successful connection between a gNB-UE pair. User $n$ is in range of all base stations in $C_{n,t}$ and can choose to connect to any of them.

In the multi-connectivity setting, we assume that a UE can be associated with multiple gNBs at the same time. Specifically, the UE maintains a control plane connection with all the gNBs in the Associated set ($K_{n,t}$). We define $K$, the degree of association, which determines the maximum number of gNBs a UE will simultaneously associate with, i.e. $|K_{n,t}| \leq K$.

The set $K_{n,t} \subset C_{n,t}$ comprises of the gNBs that UE $n$ is associated with at time $t$. We assume that the best subset of gNBs to associate with at time $t$ is the set of gNBs with the highest channel quality to the UE at time $t$. The algorithm for selecting $K_{n,t}$ would start with an ordered set of SNRs and pick the gNBs corresponding to the $K$ highest SNR values. An associated gNB-UE pair would have an active control channel open between them and will routinely exchange control messages and signalling required to maintain the UE state at the gNB, as well as any signalling required for beam tracking, alignment and beam switching. However, associated gNBs (except for one) do not have a data plane connection with the UE or up-to-date UE data available for delivery.

A smaller subset of $K_{n,t}$ is then chosen as the Data Replication set of gNBs ($L_{n,t}$). The set $L_{n,t} \subset K_{n,t}$ is the set of all gNBs that are associated with UE $n$ and have copies of UE $n$’s data ready for transmission at time $t$. gNBs in $L_{n,t}$ pre-fetch UE data and track UE data delivery status. We also define $L$, where $L \leq K$, as the degree of replication - another parameter that determines the maximum number of gNBs that will replicate the UE data and have it instantaneously ready for transmission, i.e. $|L_{n,t}| \leq L$. At any given instance, a UE will have a data plane connection open with only one Serving gNB, which is chosen from $L_{n,t}$ by the scheduling agent. The scheduling agent’s job includes selecting a Serving gNB for the UE from the gNBs in $L_{n,t}$. Thus, $L_{n,t}$ consists of one master/serving gNB and several other secondary gNBs. We assume zero delay in the selection of a Serving gNB from $L_{n,t}$ - hence, there are no data plane interruptions until and unless all gNBs in $L_{n,t}$ get blocked.

B. Handover Process

The gNB status depends upon whether the link between the gNB and the UE is blocked or unblocked. Until a gNB-UE link becomes unblocked, the gNB cannot be discovered by the UE. Even after a gNB-UE link gets unblocked, it remains undiscovered until the UE discovers the gNB through physical layer procedures, such as a cell search and measurement reports. We disregard the gNB discovery time, as the discovery procedure for new gNBs can occur in the background if a UE is still associated with other discovered gNBs. A discovered gNB is a candidate for association. The association procedure or the association handover delay (in case one gNB from $K_{n,t}$
gets blocked, and another gNB from $C_{n,t}$ is chosen to replace it) takes up to $\Delta_K$ ms.

The induction of a gNB from $K_{n,t}$ to $L_{n,t}$ incurs an additional handover delay of $\Delta_L$, which is the delay incurred in fetching the UE data so that it is available for immediate delivery. This transition also involves selection, and is of particular interest to us because it determines the set of gNBs where the UE’s data will be replicated. Finally, the scheduling agent picks one gNB from $L_{n,t}$ to be the Serving gNB. The Serving gNB can change either due to necessity, i.e. if the current Serving gNB gets blocked and the scheduling agent is forced to switch to another gNB, or due to choice, i.e. if the scheduling agent decides that switching to another Serving gNB is the optimal action according to its scheduling policy.

Consider the following blockage scenarios, and how they translate to data plane interruptions at the UE:

- **Serving gNB gets blocked**: Instantaneous switching occurs to another gNB in $L_{n,t}$. No handover delay is incurred nor is there any data plane interruption.
- **non-Serving gNB in $L_{n,t}$ gets blocked**: The gNB is immediately dropped from $L_{n,t}$, $K_{n,t}$ and $L_{n,t}$. After a handover delay of $\Delta_L$ ms, a new gNB from $K_{n,t}$ is added to $L_{n,t}$. Similarly, to replace the blocked gNB, a new gNB from $C_{n,t}$ is added to $K_{n,t}$ after a handover delay of $\Delta_K$ ms. However, these handovers occur in the background and do not interrupt the UE data plane as long as there is still one unblocked gNB available in $L_{n,t}$.
- **gNB in $K_{n,t}$ gets blocked**: The gNB is immediately dropped from $C_{n,t}$ and $K_{n,t}$. After a handover delay of $\Delta_K$ ms, a new gNB from $C_{n,t}$ is added to $K_{n,t}$. There is no UE data plane interruption.
- **All gNBs in $L_{n,t}$ get blocked concurrently**: UE experiences a maximum data plane interruption of $\Delta_L$ ms, the time needed for gNBs from $K_{n,t}$ to be added to $L_{n,t}$.
- **All gNBs in $K_{n,t}$ get blocked concurrently**: UE experiences a maximum data plane interruption of $(\Delta_K + \Delta_L)$ ms, while new gNBs from $C_{n,t}$ are chosen for $K_{n,t}$, and $L_{n,t}$ is chosen from the new $K_{n,t}$.

Thus, the UE will be out-of-service, and hence experience data plane interruption, in the following situations: 1) UE is out of coverage or completely blocked from all of the gNBs in its coverage region, i.e., $C_{n,t} = \emptyset$ and 2) all the gNBs in $L_{n,t}$ get blocked, and an unblocked gNB from $K_{n,t}$ is not added promptly enough due to handover execution times to prevent a period of blockage.

Of course, the degree of association, $K$, and the degree of replication, $L$, are two important parameters that influence the extent to which the UE is shielded from data plane interruptions in case of blockages. Associating with, and replicating the data, at a larger number of gNBs results in significantly larger overhead costs. We explore this trade-off between better performance and larger overhead to determine the optimal choice of $K$ and $L$.

![Table I: PLEs and Shadow Fading Standard Deviations for UMi scenario](image)

### IV. SYSTEM MODEL

The inherent randomness of the environment is captured by two important parts of the model: the channel state model which models the mmWave links, and the UE traffic model which models the statistics of the arrival processes at the UEs and the parameters of the associated XR traffic.

#### A. Channel Model

The mmWave channel is modeled according to the broadband statistical spatial channel model (SSCM) [16] developed by NYU and used in NYUSIM. A spatial consistency procedure developed by NYU is also implemented to provide spatially correlated LOS/NLOS probabilities [17]. The Path loss exponent (PLE) and shadow fading standard deviation values for Urban Microcellular (UMi) scenario are displayed in Table I [18].

Moreover, the NYU squared model [19] for LOS probability is applied for the UMi scenario, which is given by:

$$Pr_{LOS}(d) = \left( \min \left( \frac{d_1}{d}, 1 \right) \left( 1 - e^{-\frac{d}{d_2}} \right) \right) + \left( e^{-\frac{d}{d_2}} \right)^2$$

where $d_1 = 22m$ and $d_2 = 100m$.

1) **Spatial Consistency Procedure**: The close-in free space reference distance (CI) path loss model with a 1 m reference distance used in NYUSIM is a drop-based channel model. In a drop, the drop-based channel model generates a static and independent channel impulse response (CIR) at a particular transmitter-receiver (T-R) separation distance. However, there is no correlation between different drops. The shortcoming of a drop-based channel model is that it generates independent channel coefficients for different distances, even if these points are close to each other. To realize spatial consistency while calculating path loss, spatially-correlated LOS/NLOS conditions are generated [17]. By generating a map of spatially correlated LOS/NLOS conditions, similar shadow fading values are observed at closely spaced locations, which is a more accurate representation of reality than independent values for close locations used in the drop-based model.

#### B. Dynamic Blockage Model

Dynamic blockages in mmWave cellular networks are extensively studied in [20], [21] assuming a homogeneous Poison Point Process (PPP) with dynamic blocker density $\lambda_B$ in the disc $B(o,R)$. The blocker arrival rate, or blockage rate, $\alpha_i$ at the $i^{th}$ gNB-UE link is considered Poisson and was derived in [20], [21] as

$$\alpha_i = \Theta r_i, \quad i = 1, 2, ..., m,$$

where $\Theta$ is a normalization factor.
where \( r_i \) is the 2D distance, ignoring height, between the \( i^{th} \) gNB-UE pair.

\( \Theta \) is proportional to the block density \( \gamma_B \) and is given by

\[
\Theta = \frac{2}{\pi} \gamma_B V h_B - h_R h_T - h_R,
\]

(4)

where \( V \) is the speed of the blocker and \( h_B, h_T \) and \( h_R \) are the heights of the blocker, the transmitter and the receiver, respectively.

We model the blocker arrival process as Poisson with parameter \( \alpha \) blockers/sec. Note that there can be more than one blocker simultaneously blocking the link. Furthermore, we assume the blockage duration of a single blocker is exponentially distributed with parameter \( \mu \). The blocking event of a gNB-UE link follows an on-off process with \( \alpha \) and \( \mu \) as blocking and unblocking rates, respectively. In the event of a blockage, the Received Signal Strength Indicator (RSSI) of the gNB-UE link is zero, and hence the corresponding channel capacity is also zero. When there is no blockage, the NYUSIM channel model described earlier is used to calculate the path loss and hence, the channel capacity.

C. Traffic Model

The traffic model we assume for this study is based on the 3GPP XR (Extended Reality) traffic models proposed in [2]. Specifically, we use a generic single-stream downlink model that can be used for VR, AR and CG applications. The downlink traffic is modelled as a sequence of video frames arriving periodically at the base station (gNB) according to a specified video frame rate. Random jitter, which follows a truncated Gaussian distribution, is super-imposed on the periodic arrivals to get the actual arrival time of the frames at the gNB. The size of each frame is also random according to a truncated Gaussian distribution.

Each traffic flow of a UE is assigned a specific traffic type: VR, AR or CG. The traffic type of the flow determines the underlying parameters for the distributions governing the frame size, jitter and packet delay budget of the flows. Each flow consists of a sequence of frames, and each frame is further broken up into IP packets of 1500 bytes for delivery. IP packets belonging to the same frame have the same delay budget, and arrive at the gNB simultaneously. Each UE has a separate buffer at the gNB, so traffic from different UEs do not share a buffer. This means a UE flow cannot experience head-of-line (HOL) blocking from another UE’s flow.

1) Frame Size: Given \( R \), the data rate of the flow in Mbps, and \( F \), the frame generation rate of the flow in frames per second (fps), the frame size is modelled as a random variable following a truncated Gaussian distribution with the statistical parameters given in Table II [2].

2) Frame Arrival: The frame arrival rate is determined by the frame rate, \( F \), which is given in frames per second. Hence, inter-arrival time for the frames is given by the inverse of the frame rate. The periodic frame arrivals implicitly assumes fixed delay contributed by the network. However, in a real system, the varying processing and transit delays introduces jitter in frame arrival times at the gNB. In this model, the jitter is modelled as a random variable which is added on top of the periodic arrivals. Thus, the jitter follows a truncated Gaussian distribution with zero mean, 2 ms standard deviation and a truncation range of \([-4, 4]\) ms [2].

The given parameter values and frame generation rates ensure that the frame arrivals are always in order, i.e. the arrival time of the next frame is always later than that of the previous frame. The periodic arrival with jitter, therefore, gives the arrival time for frame with index \( k \) as:

\[
T[k|\text{jitter}] = \frac{k \times 1000}{F} + J \text{ ms},
\]

where \( J \) is a random variable capturing the jitter. Note that the actual arrival times of traffic for each UE could be shifted by a UE specific arbitrary offset.

3) Frame Delay Budget (FDB): The latency requirement of XR traffic in the air interface is modeled as a limited time budget for a frame to be transmitted over the air from a gNB to a UE. The delay a frame incurs in the air interface is measured from the time that the frame arrives at the gNB to the time that it is successfully, fully transferred to the UE.

If a frame exceeds its FDB, it is considered to have expired and is no longer useful owing to the time-sensitive nature of XR applications. Hence, expired frames are immediately dropped and counted as a failed delivery. A partially delivered frame which expires is also considered a failure. If a frame is fully delivered within its FDB, it is is said to be successfully delivered. The value of the FDB varies for different applications (see Table III).

4) Traffic Type Parameters: XR traffic can be broadly classified into three main categories, each with its own set of parameters governing the data rate, frame rate and FDB: VR, AR and CG. The parameters for these various XR applications, according to 3GPP specifications [2], are specified in Table III.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Baseline Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean: ( \text{M} )</td>
<td>( \text{byte} )</td>
<td>((R \times 10^6)/(F/8))</td>
</tr>
<tr>
<td>STD</td>
<td>( \text{byte} )</td>
<td>10.5% of M</td>
</tr>
<tr>
<td>Max</td>
<td>( \text{byte} )</td>
<td>150% of M</td>
</tr>
<tr>
<td>Min</td>
<td>( \text{byte} )</td>
<td>50% of M</td>
</tr>
</tbody>
</table>

TABLE II: Statistical Parameters for Frame Size

<table>
<thead>
<tr>
<th>Parameter</th>
<th>VR</th>
<th>AR</th>
<th>CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Rate (Mbps)</td>
<td>45</td>
<td>45</td>
<td>30</td>
</tr>
<tr>
<td>Frame Rate (fps)</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Frame Delay Budget (ms)</td>
<td>10</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

TABLE III: Traffic Parameters for VR, AR and CG traffic
### Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier Frequency, $f$</td>
<td>73 GHz</td>
</tr>
<tr>
<td>Max Spectral Efficiency, $\rho_{\text{max}}$</td>
<td>4.8 bps/Hz [24]</td>
</tr>
<tr>
<td>Velocity of Dynamic Blockers, $V$</td>
<td>1 m/s</td>
</tr>
<tr>
<td>Height of Dynamic Blockers, $h_B$</td>
<td>1.8 m</td>
</tr>
<tr>
<td>Height of UE, $h_R$</td>
<td>1.4 m</td>
</tr>
<tr>
<td>Height of gNB, $h_T$</td>
<td>5 m</td>
</tr>
<tr>
<td>Expected Blockage Duration</td>
<td>500 ms [25]</td>
</tr>
</tbody>
</table>

**TABLE IV: Simulation Parameters**

### D. Mobility Model

The user mobility is modeled by a Random Waypoint model [22]. The UEs are initially dropped uniformly into an area around the gNBs. Each UE then randomly selects a destination within the grid and moves towards it with a constant velocity uniformly distributed between 0 and 3 kmph [23]. Upon reaching its destination, a UE selects a new destination.

### V. Simulation Results and Discussion

We do comprehensive performance evaluation by simulating the mmWave network using Python. 11 gNBs are deployed in a hexagonal grid with an inter-site distance of 100 m and 35 UEs are dropped randomly into the area. We use a connectivity threshold of 300 m, i.e. if a UE is within 300 m of a gNB and not blocked, the gNB is considered to be a candidate gNB. The gNB density is sufficiently high, such that in case of blockages, a UE always has other candidate gNBs to switch to. An outage is defined as an event when all gNBs in $L_{n,t}$ are concurrently blocked - this will lead to an interruption of the data plane while the UE initiates a switch to other available gNBs. In order to mimic a system that is not capacity-limited, we use a per-gNB bandwidth of 400 MHz. Additionally, the system operates in discrete time slots of 125 $\mu$s, which is equivalent to an OFDM slot that can be used for transmitting downlink or uplink data [26]. Traffic arrivals, scheduling decisions, and blockages operate at this granularity. However, channel state updates are done at a larger time scale, once every second, because the path-loss is only affected by large-scale shadow fading, a change in which occurs on the order of seconds [4]. We simulate downlink XR traffic for the UEs and evaluate the performance for varying degrees of association ($K$), degrees of data replication ($L$), dynamic blocker densities ($\gamma_B$), and handover delays ($\Delta_L$ and $\Delta_K$). Since XR traffic requires low latency and expires after a strict deadline, we use the percentage of frames delivered within the deadline as our primary performance metric. This captures the system performance better than other metrics such as average throughput because it explicitly takes into account only the successful traffic which was delivered within the deadline. We perform our simulation over a mobility period of 15 minutes.

The rest of the simulation parameters are presented in Table IV.

For selection of $L_{n,t}$ from $K_{n,t}$ for each UE $n$, we use the Best Channel Quality Indicator (BEST-CQI) algorithm where $L_{n,t}$ is selected based on channel quality alone. BEST-CQI is an algorithm which selects $L_{n,t}$ by starting with an ordered set of SNRs and picking the gNBs corresponding to the $L$ highest SNR values. It can certainly be argued that a more intelligent selection of $L_{n,t}$ can be made by taking into account other factors including traffic information, gNB loads, and UE connectivity. However, designing a better selection algorithm for $L_{n,t}$ is beyond the scope of this paper and is an open question that is left for future research.

In a multi-connectivity setting, it is not sufficient to just select UEs for scheduling based on some priority value. Once a UE is selected, another selection decision needs to be made to match it to a gNB because multiple gNBs are available to each UE for data transmission. A centralized scheduler would enhance the system performance, at the cost of much higher overhead in terms of information exchange and delays in relaying the control decision. For the purpose of our simulation, we assume an omniscient, centralized scheduler that is able to operate with zero delay. We compare the performance of two centralized schedulers:

- **Centralized Earliest Deadline First (C-EDF)**: The UE which has the HOL frame with the earliest deadline in the network is matched to the best available gNB in $L_{n,t}$.
- **Centralized Proportional Fair (C-PF)**: The UE priority function is given by [27]:
  \[ P = \frac{T}{R} \]
  where $T$ is the current channel capacity of the UE-gNB link, and $R$ is the historical average data rate of the UE. The UE with highest priority is matched to the best available gNB in $L_{n,t}$.

1) **Effect of Degree of Association ($K$) and Replication ($L$):**

Fig. 2 shows how the percentage of frames and IP packets delivered successfully within their deadline varies with the degree of data replication ($L$), for different values of the degree of association ($K$). First, note that the percentage of IP packets delivered within the deadline is always more than the frames delivered within the deadline, which is to be expected because frame delivery is only counted as successful if the entire frame is delivered successfully within the deadline. This shows why the percentage of frames delivered within the deadline is a better QoS metric for deadline-driven XR applications because it only counts the useful throughput. Next, from Fig. 2 we observe that there is a huge spike in performance when we go from single connectivity ($L = 1$) to dual connectivity ($L = 2$). The availability of an extra gNB in dual connectivity ensures that the scheduler has a backup to fall back on in case of sudden service disruption due to blockages. As we further increase the degree of data replication from $L = 2$ to $L = 5$, we see diminishing returns in terms of performance improvement. This is due to the fact that the extra backup
Fig. 2: Effect of the degree of association ($K$) and the degree of data replication ($L$) on the percentage of frames and IP packets successfully delivered within deadline, with $L \leq K$, $\Delta_K = 20$ ms, $\Delta_L = 10$ ms and blocker density $\gamma_B = 0.01$ bl/m$^2$

Fig. 3: Effect of the relative values of $K$ and $L$ on the average outage duration, with $\gamma_B = 0.05$ bl/m$^2$, $\Delta_K = 20$ ms and $\Delta_L = 10$ ms

Fig. 4: Effect of the relative values of $K$ and $L$ on the outage probability, with $\gamma_B = 0.05$ bl/m$^2$, $\Delta_K = 20$ ms and $\Delta_L = 10$ ms

gNBs only become useful when there are several concurrent blockages. For example, when $L = 4$, the fourth gNB will only be useful in the scenario when the first three gNBs are concurrently blocked. Since the outage probability decreases exponentially with the number of gNBs, as shown in Fig. 4, we see corresponding diminishing returns as $L$ increases.

From Fig. 2, we note that with $K = 3$, there is a dip in performance going from $L = 2$ to $L = 3$. However, this is well within the confidence intervals ($\pm 0.23\%$) and the broader trend of performance increasing with multi-connectivity remains true. In fact, from Fig. 2c we can see that we boost performance from 96.5% when $L = 1$ to 99% when $L = 5$. This is a significant improvement in performance given the fact that one of the main QoS criteria for XR applications is to deliver 99% of a UE’s traffic within the deadline [2]. Moreover, we see that the prime benefit of increasing $K$ is that it allows us to potentially replicate the data at a larger number of gNBs, since $L \leq K$. However, if we fix $L$, there is no benefit to be gained in further increasing $K$ beyond $K = L + 1$. For example, with $L = 2$, we see similar performance, disregarding the minor variations which are within the confidence intervals, as $K$ is increased from 3 to 7.

We now turn our attention towards a discussion and comparison of the performance of our two schedulers: C-EDF and C-PF. The decision to use a centralized scheduler is a deliberate one, and stems from our multi-connectivity architecture where the selection of a Serving gNB plays a critical role in the subsequent scheduling decision and system performance. Hence, the scheduling problem is fundamentally different from single-connectivity scenarios, where the only decision that needs to be made is the scheduling decision. Thus, it is imperative that the selection and scheduling decisions be made jointly in order to gain better performance. Even so, neither C-EDF nor C-PF is optimal. Simple examples can be crafted that show both schedulers taking sub-optimal decisions.

Moreover, we acknowledge that our schedulers operate
under ideal assumptions that will not hold in real-world scenarios, namely the availability of instantaneous channel state and traffic information at the scheduler and the instantaneous relaying and execution of the scheduling decision at the gNBs. However, our results can be used to gauge the performance of schedulers that better emulate real-world conditions and operate in a distributed manner.

From Figs. 2-6, we see that both C-EDF and C-PF have similar performance, with C-PF performing better at higher blocker densities. C-PF performs well because it jointly optimizes over the UE’s historical data rate and the available channel capacities; however, its drawback is that it does not explicitly take into account the traffic deadlines nor does it attempt to do delay-aware scheduling. On the other hand, C-EDF attempts delay-aware scheduling but does not take a joint gNB selection and scheduling decision; instead, it does scheduling and selection sequentially which is sub-optimal. Hence, we can see that there is a need for new scheduling algorithms that are optimized for the multi-connectivity paradigm, i.e., which do deadline-driven scheduling in conjunction with gNB selection.

Next, we illustrate how our architecture minimizes data plane interruptions. We are interested in the average outage duration, which is the amount of time it takes a UE to recover from an outage event by resuming the data plane connection with another gNB. At 60 fps, the average frame inter-arrival time is 17 ms, so depending on the link capacity available after the interruption, at most one frame is dropped when $\Delta_K = 20$ ms and $\Delta_L = 10$ ms. From Fig. 3, we note that when $K = L$, which is the case when the Association and Data Replication tiers are collapsed into one i.e. data is replicated at all the associated gNBs, the average outage duration is upper-bounded by $(\Delta_K + \Delta_L)$ ms. However, the power of our multi-tier architecture is displayed when $K > L$. Consider the simplest case, when $K = L + 1$. With one extra gNB in $K_{n,t}$, the average outage duration falls to approximately $\Delta_L$ ms. Fig. 3 also shows that this benefit does not increase with $L$ because the response time to the outage is determined by whether an extra gNB is available in $K_{n,t}$ when all gNBs in $L_{n,t}$ get blocked. However, from Fig.4, we observe that increasing $L$ decreases the outage probability. Thus, from Figs. 3 and 4 we can conclude that for the same value of $L$, $K = L + 1$ gives better performance than $K = L$, if this option is available.

2) Effect of Dynamic Blocker Density $\gamma_B$: Fig. 5 illustrates the effect of dynamic blocker density ($\gamma_B$) on the percentage of frames and IP packets delivered within the deadline. We observe that a higher blocker density results in a significant loss of performance, especially at low levels of multi-connectivity. Moreover, as the blocker density is increased the boost in
performance from a higher degree of data replication also increases. This is because a higher blocker density results in more frequent blockages, which is reflected in a higher out-of-service probability. Consequently, the benefit to be gained by having backup gNBs also increases as the density of blockers is increased.

3) Effect of Handover Delays, \( \Delta_K \) and \( \Delta_L \): Handover Delays, \( \Delta_K \) and \( \Delta_L \), are vital for performance evaluation because they affect the response time to blockages and determine the duration of data plane interruptions. Recall that, given the gNB density is high enough to ensure that there are always candidate gNBs available, a UE experiences a maximum data plane interruption of \( \Delta_L \) ms if all the gNBs in \( L_{n,t} \) are blocked concurrently, and a maximum data plane interruption of \( \left( \Delta_K + \Delta_L \right) \) ms if all the gNBs in \( K_{n,t} \) are blocked concurrently. From Fig. 6, we see that the system performance decreases as \( \Delta_K \) and \( \Delta_L \) are increased, which is due to the higher out-of-service durations as a result of higher handover delays. However, this decrease in performance is less at higher values of \( L \), because the out-of-service probability decreases exponentially as \( L \) is increased. For example, from Fig.6a and 6c we observe that at \( L = 1 \), performance decreases from 92.8% to 91.2% - a decrease of 1.6% - when handover delays increase. However, at \( L = 2 \), the performance decreases from 95.5% to 94.8% - a smaller decrease of 0.7%.

VI. CONCLUSION

XR applications are expected to become a significant feature of next-generation wireless networks, and existing network architectures and protocols need to evolve to support their strict QoS requirements. mmWave studies often focus on providing connectivity and coverage analysis, and minimizing the effect of blockages from a network connectivity perspective. In this paper, we tackle both issues by first formulating a network architecture designed to minimize data plane interruptions due to blockages and then explicitly evaluating the performance of XR applications over this multi-connectivity enabled network. Our work also highlights several core modules of the network architecture which can be optimized to further improve performance, including intelligent selection of Data Replication gNBs that takes into account UE mobility predictions and traffic demands, and a delay-aware scheduler that is specifically optimized for the multi-connectivity setting.
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