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0 Introduction

The Spec# programming system [3] is a new attempt to increase the quality of general
purpose, industrial software. Using old wisdom, we propose the use of specifications to
make programmer assumptions explicit. Using modern technology, we propose the use
of tools to enforce the specifications. To increase its chances of having impact, we want
to design the system so that it can be widely adopted.

For a programming system to be adopted widely, we think that it must:

– build on a widely used object-oriented programming language; in our case C#;
– build on existing infrastructure and allow interoperability with existing code, here

the .NET runtime.
– fully integrate into an development environment; in our case the Microsoft Visual

Studio environment.
– build on a teachable and sound methodology; in our case a revised design-by-

contract methodology;
– include tools that enforce the methodology; in our case this includes type checking,

easily usable dynamic checking, as well as high-assurance automatic static verifi-
cation;

– support a smooth adoption path whereby programmers can gradually start taking
advantage of the benefits of specification;

– be moderate; we added only a few constructs to C#, and soundness is guaranteed
only as long as the source comes from constructs that are under our control.

In this extended abstract, we give an overview of the Spec# programming system
[as of September 2005], the rationale of its design, and a sketch of some open problems.
Spec# is currently under development at Microsoft Research, Redmond.

1 The Language

The Spec# language is a superset of C#, an object-oriented language targeted for the
.NET Platform. C# features single inheritance whose classes can implement multiple
interfaces, object references, dynamically dispatched methods, and exceptions, to men-
tion the features most relevant to this paper.
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Spec# adds to C# type support for distinguishing non-null object references from
possibly-null object references [13], method specifications like pre- and postconditions,
a discipline for managing exceptions [21], and support for constraining the data fields
of objects [1]. While conceptually simple, all have some complicated consequences.
Next, we give an overview of each feature.

1.0 Non-Null Types

Many errors in modern programs manifest themselves as null-dereference errors. We
have opted to add type support for nullity discrimination to Spec#, because we think
types offer the easiest way for programmers to take advantage of nullity distinctions.
Here is a list of challenges with some solutions.

Initialization of fields and arrays For type safety, any time a variable of a non-null
type is read, the value obtained must be non-null. Without further restrictions, this
is not guaranteed for instance fields, static fields, and array elements. Spec# offers a
simple syntactic solution for instance fields, which ensures that they are initialized
before the object being constructed can be accessed. Handling non-null static fields
requires ordering restrictions on the initialization of classes. Spec# supports non-
null static fields, but the initialization restrictions are checked only at run time.
Supporting non-null element types of arrays is tricky, because there is no language
construct that marks the end of the initialization of an array’s elements.

Language interoperability The .NET platform supports multiple languages, not all of
which may be required to support non-null types. This raises many problems, like
calling from such a language methods whose in-parameters have non-null types.
One could disallow such calls, but we want to encourage libraries to be updated
with explicit non-null information without forcing changes in the clients. A better
solution is to add non-null types to the virtual machine and to adapt the just-in-time
compiler, but this would greatly impact all virtual-machine implementations.
Arrays with non-null element types also require changes in the virtual machine,
because of array covariance. For this reason, we do not support them in Spec#.

Stability of non-nullity One must support some form of down-cast of an expression
from a maybe-null type to a non-null type. The Spec# compiler infers the non-
nullity of local variables by performing a data-flow analysis that takes into account
type casts and tests for null. However, this is problematic for fields, whose values
may be changed between a test and a use by calls or by other threads about which
the compiler has no information.

Non-null types with various degress of type soundness have also been used in pro-
gram checking systems like LCLint [12] and are being incorporated into the object-
oriented language Eiffel [23]; see Fähndrich and Leino’s paper [13] for more informa-
tion about previous work.

1.1 Method Contracts

To allow programmers to capture more complicated properties, which may involve more
than one variable, we advocate using general specifications instead of further enrich-
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ments to the type system. Like for example Eiffel [22], Spec# supports pre- and post-
conditions of methods; these use ordinary side-effect free boolean expressions.

Inheritance Pre- and postconditions are inherited in method overrides. Spec# allows
overrides to declare additional postconditions. However, Spec# does not allow an
override to weaken the precondition, despite the fact that this would be sound.
Here’s our justification: There is a mindset in .NET (and in Java) that the misuse
of language primitives (like indexing an array outside its bounds) and methods
always be detected and reported immediately when the violation occurs at run time.
It would seem to go against this mindset to allow an override to eliminate this
detection. Actually, though a fine syntactic convenience, there is never a need for
weakening preconditions, because a subclass can always define a new method with
a weaker precondition and let the old method call the new one.
Because of interfaces, there is a limited form of multiple inheritance. In these cases,
a method implementation can inherit its specification from several sources. How-
ever, to avoid weakening preconditions, Spec# allows this multiple inheritance only
in certain situations where all the inherited preconditions are the same. Actually,
this is not a semantic restriction in Spec#, because a class can provide different
implementations for multiply inherited methods.

Frame conditions To reason statically about a call, one needs to know what variables
the callee may modify. Specifying this frame condition is difficult, because of in-
formation hiding: the frame condition must say that the caller’s variables are un-
changed and must allow the implementation’s variables to be changed. But these
variables are in general not visible to both the caller and the implementation. Spec#
uses syntactic and semantic abstractions to address this problem, but we do not yet
have enough evidence to evaluate whether or not this particular solution is the right
one.

Evaluation of contracts We take the view that contracts should contribute to the spec-
ification of programs, but not to their effects. Therefore, Spec# insists that expres-
sions used in contracts be side-effect free. We do allow procedural abstraction in
contracts, as long as any procedure (method, rather) called also is side-effect free,
that is, pure. A syntactic notion of purity is overly restrictive, so we are exploring
notions of behavioral purity, but don’t have all the answers yet [5, 25].
The fact that contracts are given by expressions of the language raises the problem
that the evaluation of those expressions can fail. Spec# chooses to hold the spec-
ification writer accountable for such errors. That is, contracts are enforced to be
totally defined.

1.2 Class Contracts

Invariants are key to describing the correctness of programs, and Spec# allows classes
to declare invariants that describe the internal consistency of the state of their objects.
However, the problem of maintaining invariants that span several objects has been
under-studied. Two central problems are delineating when an object invariant holds
(which is made difficult because of re-entrancy) and controlling changes to sub-objects
(which is made difficult because references to these sub-objects may be leaked).
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Spec# uses a sound methodology that addresses both of these central problems (and
the problem of writing frame conditions) [1, 17, 4, 18]. Spec# provides a block state-
ment that delineates where object invariants may temporarily be violated, and it uses
ownership domains to confine references.

1.3 Concurrency

Multi-threading introduces the possibility of race conditions and deadlocks. This makes
data consistency even more difficult to achieve in a multi-threaded program. We feel that
a programming methodology should permit extensions that cover concurrent programs,
too. We have formulated an extension of our object-invariant methodology for multi-
threading [14]. It ensures mutual exclusion on ownership domains and maintains data
consistency. But our extension still has several shortcomings, including: it does not
check for deadlocks [but see our newer work [15]] and its locking is sometimes too
coarse-grained.

1.4 Data Abstraction

More elaborate specifications of programs require a way to present a view of objects that
abstracts away from implementation details. We find that this form of data abstraction
already exists in many .NET programs in the form of properties (which are essentially
parameter-less methods). If a property is a pure function of the state of an object and
its immediate ownership domain, then we call it a model field [8, 16, 20, 24]. We are
hopeful that one can formulate the definition and use of model fields in a way that is
amenable to static program verification [see our newer work [19]].

2 System Architecture

Architecturally, the Spec# programming system consists of the compiler, a runtime li-
brary, and the static program verifier. Spec# has been integrated into the Microsoft Vi-
sual Studio environment. For example, violations of the non-null type system are in-
dicated by “red squigglies”, specifications of methods (including any specifications on
library methods) are available in tool tips. The static program verifier runs continuously
while editing the program and interactively produces red squigglies for semantic errors,
but it can also be run as a standalone tool.

2.0 Levels of Checking

Spec# provides three levels of checking.
The first level of checking is provided by the type checker, which runs as part of

the compiler and which must accept the program before any code is emitted. The type
checker is stronger than some other traditional type checkers in that it is sometimes
sensitive to data flow.

The second level of checking is provided by compiler-emitted run-time checks.
These checks are always emitted, but we do provide some compiler options that dis-
able them, because development organizations sometimes feel they have reached a
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point in the development cycle where they are willing to risk not having the checks
and would rather gain performance. The run-time checks enforce many contracts, but
do not enforce the entire Spec# programming methodology. For example, frame condi-
tions (modifies clauses) are not checked at run time and, by default, ownership domains
are not enforced at run time.

The third level of checking, which is optional, is provided by the Spec# static pro-
gram verifier. It enforces all contracts and the entire Spec# programming methodology,
except assume statements, which are provided for the specific purpose of introducing
a run-time check for programmer assumptions that would take great effort to prove
statically.

2.1 Contract Persistence

The Spec# compiler preserves the specifications as metadata in the same binary assem-
bly as the compiled code. This enables reuse of specifications across tools.

To enable clients of a legacy library to be verified, such a library needs to be
retrofitted with specifications. If the library cannot be converted into Spec#, we support
the compilation and use of out-of-band contracts in shadow assemblies. These give the
illusion that the specifications were declared in the library itself.

2.2 Static Verification

From MSIL (the .NET bytecode), Spec#’s static program verifier (whose codename
is Boogie [0]) constructs a program in its own intermediate language, BoogiePL [11].
BoogiePL is a simple imperative language with procedures. BoogiePL also supports the
introduction of uninterpreted function symbols and axioms, which makes it suitable as a
stepping stone in program verification. In fact, all of the Spec# to be verified is translated
into BoogiePL, including the axiomatization of the Spec# type system, etc. From the
BoogiePL program, Boogie infers loop invariants using abstract interpretation [9, 10, 6,
7] and generates verification conditions (logical formulas that are valid iff the program
is correct) that it passes to an automatic theorem prover [2]. Counterexamples reported
by the theorem prover are translated back into error messages about the source code,
which are reported to the user.

Technology for abstract interpretation and theorem proving exist. We feel that the
work in this area has reached the kind of maturity where what is needed for Spec#
consists mainly in adapting and tuning existing technologies for the verification task
at hand. One difference from previous work is perhaps the emphasis on the heap in
Spec# programs. There is also room for improving the combination of various abstract
domains as well as exploring the combination of abstract domains and decision proce-
dures.

In the verification community, various standard or canonical formats have been
useful for interoperability, substitutability, and evaluation of tools (for example, the
primitive DIMAC format for SAT formulas). Our position is that BoogiePL is a good
candidate for playing that same role in the space of verifying programs. Boogie can
be invoked not just on MSIL assemblies, but also on BoogiePL programs directly.
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This means that other researchers can reuse the abstract interpretation and verification-
condition generation in Boogie.

3 Conclusion

We are excited about the Verification Grand Challenge working conference. We see the
largest remaining challenge to be the formulation of programming methodology that
allows modern programs to be specified and verified, as well as the serious engineering
effort to build such a programming system.

The Spec# system, including the Boogie program verifier, can be downloaded from
http://research.microsoft.com/SpecSharp.
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