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#### Abstract

In this paper, the situation in which a receiver has to execute a task from a quantized version of the information source of interest is considered. The task is modeled by the minimization problem of a general cost function $f(x ; g)$ for which the decision $x$ has to be taken from quantized parameters $g$. Especially, we focus on the particular scenario where the decision space is a convex polyhedron with cost function being convex. Furthermore, we propose a new goal-oriented quantization algorithm by combining the procedure of iteratively expanding and reinstating decision set together with Jensen's inequality. Proposed method could also be extended to some non-convex scenarios, namely, weakly convex cost function whose eigenvalues of Hessian matrix w.r.t decision $x$ are lower-bounded. Numerical results show that proposed algorithm can considerably reduce the optimality loss (OL) compared to conventional approaches or the required number of quantization bits to achieve a certain relative optimality loss.


## I. Introduction

Most advances in wireless communications are deeply based on the idea "reproducing at one point either exactly or approximately a message selected at another point" proposed in Shannon's locus classicus on information theory [1]. Its concentration on merely the reliability requirement of communication (e.g., the bit error rate, the packet error rate, the outage probability) starts to show its limitations in meeting the ambitious goals set for the sixth generation (6G) system [2]-[4] in which the ignored semantic aspects of transmitted information are believed to bring significant gain. Besides classical paradigm could be highly inefficient in situations where communication systems are merely designed to execute a given task known both for transmitter and receiver. For instance, transmitting an image of 1 Mbyte to a receiver whose utility only depends on the absence/presence of a given object in the image might be extremely extravagant since the transmission of that particular one bit carrying the information of existence is sufficient to accomplish the task. This simple but insightful example motivates us to make a communication task- or goaloriented (GO).

Different aspects of goal-oriented communication (GOC) are worth exploring and remain open. In this paper, we restrict our attention to the signal quantization problem being crucial for the design of a signal transmitter. The goal-oriented quantization (GOQ) problem is of great importance for many applications in various domains. First, it appears in controlled networks that are built on a communication network. For example, a
smart meter may have to quantize or cluster the measured series for complexity or privacy reasons [5] in smart grid. Second, GOQ could also be formulated for some important wireless resources allocation (RA) problems, e.g., the limitedrate feedback quantization problem in [6]-[8] where transmitter allocates resources based on some quantized information from the receivers/sensors through a feedback channel. The idea of sending minimum number of bits to execute the task could be a competitive candidate for the upcoming 6G system to increase largely the spectral efficiency (SE). Third, there exist some early works on the problem of adapting the quantizer to the task. By combining the system task with the quantization process, [10] [11] investigated the influence of scalar quantization on specific tasks and characterized the limiting performance of recovering a lower dimensional linear transformation of the analog signal and reconstruction of quadratic function of received signals. Finally the conventional quantization paradigm in [9] could also be regarded as a special case of GOQ by taking the minimization of some distortion measures between the original signal and its representation as the system task. Therefore goal-oriented quantization is also a general framework for communication systems with or without being goaloriented.

Nevertheless, the drawback of almost all existing works is that either the impact of quantization on a given performance metric is studied or a very specific performance metric is considered. In contrast with this line of research works, we introduce a general framework for GOQ. The task or goal of the receiver is chosen to be modeled by a generic optimization problem (OP) which contains both decision variables $x$ and parameters $g$. One fundamental difference of this framework compared to existing works is that both for the performance analysis and the design, the goal function is a generic cost function $f(x ; g), x$ being the decision to be made based on a quantized version of the parameters $g$. The goal-oriented quantization paradigm is illustrated in Fig. 1. Another possibility of making quantization goal-oriented is related to recent works on semantic communications [16][24] where semantics are employed here with its etymological meaning, that of significance. It can be seen as a measure of the usefulness/importance of messages with respect to the system task [16]. Reference [18] indicated that by properly recognizing and extracting the relevant information to the system task,
the communication efficiency and reliability can be enhanced without using more bandwidth. By introducing intrinsic states and extrinsic observations, [19] uses indirect rate-distortion theory to characterize the reconstruction error of semantic information induced by lossy source coding schemes. Learning tools have also been implemented to extract important attributes in semantic communications in [22]-[24].

The closest contributions to the present work have been produced by the authors through [26]-[29]. To the best of the authors knowledge, the concept of GOQ has been introduced for the first time in [26] and applied in other contexts in [27][29]. Numerical results are provided and the focus is on a Lloyd-Max (LM)-type algorithm [30] [31] in these references. Despite the fact that proposed goal-oriented quantizers could reduce the number of quantization bits tremendously compared to conventional goal-ignorant quantizer for some cost functions, the works supported by theoretical derivations are rare. It is observed that hardness of goal-oriented quantization varies from cost functions to cost functions. Therefore it is natural to study the impact of regularity properties of cost functions on GOQ problem, e.g., different types of generalized convexity (pseudoconvexity, quasi-convexity and weak convexity) or Lipschitz continuity. For instance, it is shown that a log-type cost function is remarkably easier to quantize compared to a exp-type cost function in [27]. To start with, in this paper we will focus on a special case of GOQ problem where the decision space is a convex polyhedron with cost function being convex. This type of GOQ problem is of great importance in the various domains, e.g., power allocation problems in [32], [33].

The rest of paper is organized as the following. In Sec. II, the goal-oriented quantization problem with convex cost function and convex polyhedral decision space is formulated. A new algorithm by iteratively expanding and reinstating the decision set is proposed and generalized to weakly convex cost functions as well in Sec. III. Numerical results are presented in Sec. IV to show the potential benefit of proposed method. Finally Sec. V concludes this paper.


Fig. 1. Goal-oriented quantization paradigm

## II. Problem Formulation

Definition II.1. Let $M \geq 1$ be an integer. An $M$-quantizer $\mathcal{Q}_{M}$ is fully determined by a piecewise constant function $Q_{M}$ : $\mathcal{G} \rightarrow \mathcal{G}$ that is defined by $Q_{M}(g)=z_{m}$ for all $z_{m} \in \mathcal{G}_{m}$ where: $m \in\{1, \ldots, M\}$, the sets $\mathcal{G}_{1}, \ldots, \mathcal{G}_{M}$ are called the quantization
regions and define a partition of $\mathcal{G}$, and the points $z_{1}, \ldots, z_{M}$ are called the region representatives.

Without loss of generality we assume that $\mathcal{G} \subset \mathbb{R}^{\ell_{2}}$ with $\ell_{2}$ representing the dimension of the parameter space. Goaloriented quantization consists in assuming that the task to be performed by the decision-making entity (e.g., the transmitter) can be represented by a standard optimization problem (OP), that is, a given function has to be minimized under some constraints. Therefore, the objective is to minimize a certain function or performance metric $f(x ; g)$ (e.g., some cost or expense functions) with respect to the decision variable $x \in \mathcal{X} \subset \mathbb{R}^{\ell_{1}}$, where $\ell_{1} \geq 1$ represents the dimension of the decision space. This mathematically writes as the following standard form OP:

$$
\begin{equation*}
\underset{x \in \mathcal{X}}{\operatorname{minimize}} \quad f(x ; g) \tag{1}
\end{equation*}
$$

Denote $\chi(g)$ an optimal solution of the above OP, i.e.,

$$
\begin{equation*}
\chi(g) \in \arg \min _{x \in \mathcal{X}} \quad f(x ; g) \tag{2}
\end{equation*}
$$

For a fixed probability density function (p.d.f.) $\phi(g)$ of the parameter $g$, to evaluate the performance of the goal-oriented quantization, we can assess the absolute optimality loss (OL) induced by quantization error of quantizer $\mathcal{Q}_{M}$ as follows:

$$
\begin{align*}
\mathrm{L}\left(\mathcal{Q}_{M}\right) & =\mathbb{E}_{g}\left[f\left(\chi\left(\mathcal{Q}_{M}(g)\right) ; g\right)-f(\chi(g) ; g)\right] \\
& =\int_{g \in \mathcal{G}}\left[f\left(\chi\left(\mathcal{Q}_{M}(g)\right) ; g\right)-f(\chi(g) ; g)\right] \phi(g) \mathrm{d} g \tag{3}
\end{align*}
$$

Furthermore, we denote $d_{i} \triangleq \chi\left(z_{i}\right)$ the decision for $i$-th quantization region with $\forall 1 \leq i \leq M$ and the decision set $\mathcal{D}_{M} \triangleq\left\{d_{1}, \ldots, d_{M}\right\}$ associated with quantizer $\mathcal{Q}_{M}$. To this end, the GOQ problem is to solve the OP formulated in Eq. 4, i.e., to find the optimal goal-oriented quantizer minimizing the OL:

$$
\begin{equation*}
\min _{\left\{d_{m}\right\},\left\{\mathcal{G}_{m}\right\}} \sum_{m=1}^{M} \int_{g \in \mathcal{G}_{m}}\left[f\left(d_{m} ; g\right)-f(\chi(g) ; g)\right] \phi(g) \mathrm{d} g \tag{4}
\end{equation*}
$$

where the $m$-th quantization region is defined as:

$$
\begin{equation*}
\mathcal{G}_{m}=\left\{g \in \mathbb{R}^{d_{2}}: f\left(d_{m} ; g\right) \leq f\left(d_{n} ; g\right), \forall n \neq m\right\} \tag{5}
\end{equation*}
$$

This OP can be interpreted to jointly find the optimal quantization region with its corresponding decision (or its representative). Interestingly, it can be checked that the conventional quantization approach can be treated as a special case of the OP defined by (4) by specializing $f$ as $f(x ; g)=\|x-g\|^{2},\|$. standing for the Euclidean norm.

However, in many practical applications, it could be frequently met that the probability distribution of parameter is unknown or too difficult to obtain. In this paper, we assume only some realizations of parameters are available instead of its statistical model. Therefore we consider an empirical
version of OL as our performance metric for a set of parameter samples $\mathcal{T}=\left\{g^{(t)}\right\}_{t=1}^{T}$ :

$$
\begin{align*}
& \overline{\mathrm{L}}\left(\mathcal{D}_{M} ; \mathcal{T}\right) \\
= & \frac{1}{T} \sum_{t=1}^{T} \sum_{m=1}^{M}\left[f\left(d_{m} ; g^{(t)}\right)-f\left(\chi\left(g^{(t)}\right) ; g^{(t)}\right)\right] \mathbf{1}_{\left\{g^{(t)} \in \mathcal{G}_{m}\right\}} \tag{6}
\end{align*}
$$

where $1_{\{\cdot\}}$ is an indicator function. Different from OP in (4) which could be equivalent to solve a NP-hard problem, one only needs to find the decision set minimizing the empirical OL since the corresponding quantization region for parameter samples could be obtained by exhaustive comparison between different decisions. Therefore, it is sufficient to solve the following OP taking empirical OL as our performance metric:

$$
\begin{equation*}
\min _{\mathcal{D}_{M}} \frac{1}{T} \sum_{t, m}\left[f\left(d_{m} ; g^{(t)}\right)-f\left(\chi\left(g^{(t)}\right) ; g^{(t)}\right)\right] \mathbf{1}_{\left\{g^{(t)} \in \mathcal{G}_{m}\right\}} \tag{7}
\end{equation*}
$$

Additionally we assume some extra assumptions to make our GOQ problem more traceable:

1) decision space $\mathcal{X}$ is a convex polyhedron represented by a graph $(V, E) . V=\left\{v_{1}, \ldots, v_{P}\right\}$ with $v_{i}$ is called the vertex of the polyhedron.
2) cost function is a convex function w.r.t. decision $x$.

## III. Proposed Algorithm

We first present our general idea about how to find the optimal decision set minimizing the empirical OL. For a decision set $\mathcal{D}_{M}$, we first expand it to a larger decision set $\mathcal{D}_{M+N}$ with $N \in \mathbb{N}_{+}$. Then we select the optimal subset $\mathcal{D}_{M}^{\prime}$ of $\mathcal{D}_{M+N}$ which minimizes the empirical optimality loss. It is obvious that we always have $\overline{\mathrm{L}}\left(\mathcal{D}_{M}^{\prime} ; \mathcal{T}\right) \leq \overline{\mathrm{L}}\left(\mathcal{D}_{M} ; \mathcal{T}\right)$. Then the convergence of this method is guaranteed by repeatedly expanding and then selecting the optimal subset of decisions. Therefore it only remains to solve the problem of expanding a decision set $\mathcal{D}_{M}$ to $\mathcal{D}_{M+N}$ in an efficient way. For notation convention we denote the new expanded decision set as:

$$
\begin{align*}
\mathcal{D}_{M+N} & =\left\{d_{1}, \ldots, d_{M}, \zeta_{1}, \ldots, \zeta_{N}\right\} \\
& =\mathcal{D}_{M} \bigcup X_{N} \tag{8}
\end{align*}
$$

where $X_{N}=\left\{\zeta_{1}, \ldots, \zeta_{N}\right\}$ is obviously the set of new decisions. Since the decision space is a convex polyhedron, each new decision $\zeta_{n}$ can be expressed as the convex combination of vertices: $\zeta_{n}=\sum_{i=1}^{P} \mathrm{~A}_{i n} v_{i}$ with $\sum_{i=1}^{P} \mathrm{~A}_{i n}=1, \forall 1 \leq n \leq N$ with matrix $\mathrm{A} \in \mathbb{R}_{+}^{P \times N}$. Define the following partition of the parameter space $\mathcal{G}$ :

$$
\begin{equation*}
\mathcal{G}_{m n} \triangleq\left\{g \mid \widehat{\chi}\left(g \mid \mathcal{D}_{M}\right)=d_{m}, \widehat{\chi}\left(g \mid \mathcal{D}_{M+N}\right)=\zeta_{n}\right\} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{\chi}(g \mid \mathcal{D}) \in \arg \min _{x \in \mathcal{D}} f(x ; g) \tag{10}
\end{equation*}
$$

The region $\mathcal{G}_{m n}$ is the set of all parameter so that its corresponding optimal decision switches from $d_{m}$ to $\zeta_{n}$ once the
decision set $\mathcal{D}_{M}$ is replaced by $\mathcal{D}_{M+N}$. For $\mathcal{D}_{M+N}$, one can easily have:

$$
\begin{align*}
& \overline{\mathrm{L}}\left(\mathcal{D}_{M} ; \mathcal{T}\right)-\overline{\mathrm{L}}\left(\mathcal{D}_{M+N} ; \mathcal{T}\right) \\
= & \left.\frac{1}{T} \sum_{t, m, n}\left[f\left(d_{m} ; g^{(t)}\right)-f\left(\zeta_{n} ; g^{(t)}\right)\right] \mathbf{1}_{\left\{g^{(t)} \in \mathcal{G}_{m n}\right\}}\right\} \tag{11}
\end{align*}
$$

Applying Jensen's inequality, one thus has

$$
\begin{align*}
& \overline{\mathrm{L}}\left(\mathcal{D}_{M} ; \mathcal{T}\right)-\overline{\mathrm{L}}\left(\mathcal{D}_{M+N} ; \mathcal{T}\right) \\
= & \frac{1}{T} \sum_{t, m, n}\left[f\left(d_{m} ; g^{(t)}\right)-f\left(\zeta_{n} ; g^{(t)}\right)\right] \mathbf{1}_{\left\{g^{(t)} \in \mathcal{G}_{m n}\right\}} \\
= & \frac{1}{T} \sum_{t, m, n}\left[f\left(d_{m} ; g^{(t)}\right)-f\left(\sum_{i} \mathrm{~A}_{i n} v_{i} ; g^{(t)}\right)\right] \mathbf{1}_{\left\{g^{(t)} \in \mathcal{G}_{m n}\right\}} \\
\geq & \frac{1}{T} \sum_{t, m, n}\left[f\left(d_{m} ; g^{(t)}\right)-\sum_{i} \mathrm{~A}_{i n} f\left(v_{i} ; g^{(t)}\right)\right] \mathbf{1}_{\left\{g^{(t)} \in \mathcal{G}_{m n}\right\}} \\
= & \frac{1}{T}\left[\sum_{t, m, n} f\left(d_{m} ; g^{(t)}\right)-\sum_{t, m, n, i} \mathrm{~A}_{i n} f\left(v_{i} ; g^{(t)}\right)\right] \mathbf{1}_{\left\{g^{(t)} \in \mathcal{G}_{m n}\right\}} \tag{12}
\end{align*}
$$

Introduce matrix $\mathrm{W} \in \mathbb{R}^{T \times M}$ with $\mathrm{W}_{t m}=f\left(d_{m} ; g^{(t)}\right)$ and a constant matrix $\mathrm{U} \in \mathbb{R}^{T \times P}$ with $\mathrm{U}_{t i}=f\left(v_{i} ; g^{(t)}\right)$. We further define a tensor function $\mathrm{B}(\mathrm{A}) \in \mathbb{R}^{T \times M \times N}$ with $\mathrm{B}_{t m n}(\mathrm{~A})=\mathbf{1}_{\left\{g^{(t)} \in \mathcal{G}_{m n}\right\}}$. By writing $\mathrm{A}=\left(\mathrm{A}_{1}, \ldots, \mathrm{~A}_{M}\right)$, $\mathrm{B}=\left(\mathrm{B}_{11}, \ldots, \mathrm{~B}_{M N}\right)$ and $\mathrm{U}=\left(\mathrm{U}_{1}, \ldots, \mathrm{U}_{P}\right)$ in form of columns, the optimality loss decay $\Delta \overline{\mathrm{L}}\left(\mathrm{A} ; \mathcal{D}_{M}\right)$ by expanding $\mathcal{D}_{M}$ to $\mathcal{D}_{M+N}$ with $X_{N}$ representing by A could be lower bounded:

$$
\begin{align*}
& \Delta \overline{\mathrm{L}}\left(\mathrm{~A} ; \mathcal{D}_{M}\right) \\
= & \overline{\mathrm{L}}\left(\mathcal{Q}_{M} ; \mathcal{T}\right)-\overline{\mathrm{L}}\left(\mathcal{Q}_{M+N} ; \mathcal{T}\right) \\
\geq & \underbrace{\frac{1}{T} \sum_{n, m} \mathrm{~W}_{m}^{\mathrm{T}} \mathrm{~B}_{m n}(\mathrm{~A})-\frac{1}{T} \sum_{i, n}\left[\mathrm{~A}_{i n} \sum_{m} \mathrm{U}_{i}^{\mathrm{T}} \mathrm{~B}_{m n}(\mathrm{~A})\right]}_{\Delta \widehat{\mathrm{L}}\left(\mathrm{~A} ; \mathcal{D}_{M}\right)} \tag{13}
\end{align*}
$$

It is clear that one should make $\Delta \widehat{\mathrm{L}}\left(\mathrm{A} ; \mathcal{D}_{M}\right)$ as large as possible to expand the decision set efficiently. The search space for A is the set of $N$-fold unit simplex of dimension $P$ denoted as $\triangle_{P}^{N}$ :

$$
\begin{equation*}
\triangle_{P}^{N} \triangleq\left\{\mathrm{~A}_{i n}: \sum_{i=1}^{P} \mathrm{~A}_{i n}=1, \forall 1 \leq n \leq N\right\} \tag{14}
\end{equation*}
$$

Before explain how to maximize $\Delta \widehat{\mathrm{L}}\left(\mathrm{A} ; \mathcal{D}_{M}\right)$, we introduce an important conception for matrix A :

Definition III.1. (Equivalent Relation) For a given parameter sample set $\mathcal{T}$ and $A, A^{\prime} \in \triangle_{P}^{N}$, we denote $A^{\prime} \sim_{\mathcal{T}} A$ if and only if $B(A)=B\left(A^{\prime}\right)$; otherwise we denote $A \nsim A^{\prime}$. The equivalent class of $A$ is denoted as $[A]_{\mathcal{T}}$.

One can easily prove the defined operation $\sim_{\mathcal{T}}$ is an equivalent relation for any parameter sample set $\mathcal{T}$. Two decision sets (matrix) are equivalent for a given parameter sample set $\mathcal{T}$ means that their images under mapping B are exactly the
same. If the parameter sample set is unchanging, we will omit it for both equivalent operator and equivalent class to simplify the notation. One can easily prove that

$$
\begin{align*}
& \Delta \widehat{\mathrm{L}}\left(\mathrm{C} ; \mathcal{D}_{M}\right)-\Delta \widehat{\mathrm{L}}\left(\mathrm{~A} ; \mathcal{D}_{M}\right) \\
= & \frac{1}{T} \sum_{i, n}\left[\left(\mathrm{~A}_{i n}-\mathrm{C}_{i n}\right) \sum_{m} \mathrm{U}_{i}^{\mathrm{T}} \mathrm{~B}_{m n}(\mathrm{~A})\right], \text { for } \forall \mathrm{C} \sim \mathrm{~A} . \tag{15}
\end{align*}
$$

The meaning of Eq. 15 is that $\Delta \widehat{\mathrm{L}}\left(\cdot ; \mathcal{D}_{M}\right)$ is a simple linear function within a given equivalent class $[\mathrm{A}]$ for tensor B being invariant. Therefore maximizing $\Delta \widehat{\mathrm{L}}\left(\cdot ; \mathcal{D}_{M}\right)$ is relatively easy in each equivalent class of matrix A. Besides, we will show that it is sufficient to consider singleton-expansion for decision set. For a matrix A within a given equivalent class, we denote $y=\left[y_{1}, \ldots y_{P}\right]^{\mathrm{T}} \in \mathbb{R}^{P \times 1}$ with $y_{i}=\sum_{m} \mathrm{U}_{i}^{\mathrm{T}} \mathrm{B}_{m n}(\mathrm{~A})$, then one has

$$
\begin{equation*}
\Delta \widehat{\mathrm{L}}\left(\mathrm{~A} ; \mathcal{D}_{M}\right)=\frac{1}{T} \sum_{n, m} \mathrm{~W}_{m}^{\mathrm{T}} \mathrm{~B}_{m n}(\mathrm{~A})-\frac{1}{T} \sum_{i} y_{i}\left(\sum_{n} \mathrm{~A}_{i n}\right) \tag{16}
\end{equation*}
$$

By introducing a vector $\alpha=\left[\alpha_{1}, \ldots, \alpha_{P}\right]^{\mathrm{T}}$ with $\alpha_{i}=$ $\frac{1}{N} \sum_{n} \mathrm{~A}_{i n}$, one can easily find that the decision represented by $\alpha$ plays the same role as $N$ decisions represented by matrix A. The reason for this degeneration is due to the independence of new decisions maximizing $\Delta \widehat{\mathrm{L}}\left(\cdot ; \mathcal{D}_{M}\right)$. Thus we will only consider single-decision expansion for decision set in the rest of paper. Therefore we use vector $\alpha$ to represent the single new decision $\zeta_{1}$ instead of matrix A . With a little abuse of notation, tensor B degenerates to a matrix defined as $\mathrm{B}(\alpha) \in \mathbb{R}^{T \times M}$ with $\mathrm{B}_{t m}(\alpha)=\mathbf{1}\left\{g^{(t)} \in \mathcal{G}_{m 1}\right\}$. And we have

$$
\begin{align*}
& \Delta \widehat{\mathrm{L}}\left(\alpha ; \mathcal{D}_{M}\right) \\
= & \frac{1}{T} \sum_{m} \mathrm{~W}_{m}^{\mathrm{T}} \mathrm{~B}_{m}(\alpha)-\frac{1}{T} \sum_{i} \alpha_{i} \sum_{m} \mathrm{U}_{i}^{\mathrm{T}} \mathrm{~B}_{m}(\alpha) \tag{17}
\end{align*}
$$

Even we have shown that singleton expansion is sufficient, it is still cumbersome to maximize $\Delta \widehat{\mathrm{L}}\left(\alpha ; \mathcal{D}_{M}\right)$ globally for two reasons. First, it ts obvious that the number of equivalent class for $\alpha$ depends on the number of parameter samples $T$. In worst case, we could have $|[\alpha]|=2^{T}$ which entails that the direct exhaustive search for matrix B leads to an exponential complexity of $O\left(2^{T}\right)$. Second, the optimal solution within equivalent class is always on the boundary of equivalent class which is hard to determine or at least implicitly given. So instead of directly searching the optimal solution, we introduce the conception of greedy improvement to give a sub-optimal direction.
Definition III.2. (Greedy Improvement) Define $\alpha^{\dagger}$ for $\alpha$ with $y_{i}=\sum_{m} U_{i}^{\mathrm{T}} B_{m}(\alpha)$ s.t. $\alpha^{\dagger}-\alpha=\nu e_{i^{\star}}$ with $\nu=$ $\sup \left\{c \geq 0 \mid \alpha \sim \alpha+c e_{i^{\star}}\right\}$ and $i^{\star} \in \arg \min y_{i} ; e_{i}$ is the $P-$ tuple with all components equal to 0 , except the $i$-th.

The meaning of greedy improvement is that this improvement minimizes $\Delta \widehat{\mathrm{L}}(\alpha ; \mathcal{T})$ along the deepest-gradient-descent direction within equivalent class of $\alpha$. However, it is still cumbersome to determine the exact value of $\nu$ since the boundary
of equivalent is generally implicitly given. Fortunately, this fact never stops us to construct an algorithm to find the solution for OP in (7). The basic idea is that if $\alpha$ is over-improved, i.e., $\exists \nu^{\prime}>\nu$ and $\alpha^{\prime}=\alpha+\nu \mathrm{e}_{i^{\star}}$ s.t. $\Delta \widehat{\mathrm{L}}\left(\alpha^{\prime} ; \mathcal{T}\right)<\Delta \widehat{\mathrm{L}}(\alpha ; \mathcal{T})$ and $\alpha^{\prime} \nsim \alpha$, then we do find a solution $\alpha^{\prime}$ better than $\alpha$ outside of the equivalent class of $\alpha$ which means that one can further improve $\alpha$ along the greedy direction; Otherwise, the result of further move along the greedy direction is not clear, then a new search direction should be created for $\alpha^{\prime}$. Performance (empirical OL) for all obtained candidates is evaluated finally to find the best solution for each iteration. Combining this technique with the idea of expanding and then reinstating the decision results in proposed algorithm summarized in alg. 1.

```
Algorithm 1: Expanding-Reinstating Algorithm
    Initialization: Number of decisions \(M\); initialize \(\mathcal{D}_{M}^{(0)}\);
    choose number of expanding decisions \(N\), step rate \(\varepsilon\)
    and error tolerance \(\delta\).
    for \(t=1\) to \(T_{e x}\) do
        for \(m=M\) to \(M+N-1\) do
            Find \(\alpha^{(0)}\) s.t. \(\Delta \overline{\mathrm{L}}\left(\alpha^{(0)} ; \mathcal{D}_{m}^{(t-1)}\right) \geq 0\)
            \(\beta^{(0)} \leftarrow \alpha^{(0)} ;\)
            \(\mathrm{G}^{(0)} \leftarrow \Delta \overline{\mathrm{L}}\left(\alpha^{(0)} ; \mathcal{D}_{m}^{(t-1)}\right) ;\)
            for \(i=0\) to ITER do
                for \(j=1\) to \(P\) do
                    \(y_{j} \leftarrow \sum_{m} \mathrm{U}_{j}^{\mathrm{T}} \mathrm{B}_{m}\left(\alpha^{(i)}\right) ;\)
                \(j^{\star} \in \arg \min _{1 \leq k \leq P} \quad y_{k} ;\)
                \(\gamma^{(0)} \leftarrow \alpha^{(i)}\);
                for \(j=1\) to \(J\) do
                    \(\gamma^{(j)} \leftarrow \gamma^{(j-1)}+\varepsilon \mathbf{e}_{j^{\star}}\);
                        if \(\gamma^{(j)} \nsim \gamma^{(j-1)}\) then
                    \(\alpha^{(i+1)} \leftarrow \gamma^{(j)}\);
                        if \(\Delta \widehat{\mathrm{L}}\left(\gamma^{(j-1)} ; \mathcal{D}_{m}^{(t-1)}\right)>\)
                        \(\Delta \widehat{\mathrm{L}}\left(\gamma^{(j)} ; \mathcal{D}_{m}^{(t-1)}\right)\) then
                        \(\mathrm{G}^{(i+1)} \leftarrow \Delta \overline{\mathrm{L}}\left(\gamma^{(j-1)} ; \mathcal{D}_{m}^{(t-1)}\right) ;\)
                        \(\beta^{(i+1)} \leftarrow \gamma^{(j-1)} ;\)
                    else
                        \(\mathrm{G}^{(i+1)} \leftarrow \Delta \overline{\mathrm{L}}\left(\gamma^{(j)} ; \mathcal{D}_{m}^{(t-1)}\right) ;\)
                        \(\beta^{(i+1)} \leftarrow \gamma^{(j)}\);
            \(k \in \arg \max _{0 \leq i \leq \mathrm{ITER}} \mathrm{G}^{(i)}\);
            \(\mathcal{D}_{m+1}^{(t-1)} \leftarrow \mathcal{D}_{m}^{(t-1)} \bigcup\left\{\sum_{p} \alpha_{p}^{(k)} v_{p}\right\} ;\)
        \(\mathcal{D}_{M}^{(t+1)} \in \arg \min _{\mathcal{D}^{\prime} \in \mathcal{D}^{(t)}} \overline{\mathrm{L}}\left(\mathcal{D}^{\prime} ; \mathcal{T}\right)\)
        if \(\overline{\mathrm{L}}\left(\mathcal{D}_{M}^{(t)} ; \mathcal{T}\right)-\overline{\mathrm{L}}\left(\mathcal{D}_{M}^{(t+1)} ; \mathcal{T}\right)<\delta\) then
            Break;
```

    Output: Required decision set is \(\mathcal{D}_{M}^{(t)}\);
    Output: Required decision set is $\mathcal{D}_{M}^{(t)}$;

Before ending the section we will show that proposed method could be extended to some cases of non-convex cost function. Without loss of generality, we assume that the cost function $f(x ; g)$ is twice-differentiable w.r.t. to decision variable $x$.We denote the Hessian matrix $\mathrm{H}_{f}\left(x_{0}, g\right)$ of $f$ w.r.t. $x$ at point $\left(x_{0}, g\right)$ as

$$
\begin{equation*}
\left.\mathrm{H}_{f}\left(x_{0}, g\right) \triangleq \frac{\partial^{2} f(x ; g)}{\partial x^{i} \partial x^{j}}\right|_{\left(x_{0}, g\right)} \tag{18}
\end{equation*}
$$

and its smallest eigen-value given parameter $g$ for all possible $x \in \mathcal{X}: \lambda_{\text {min }}(g)=\min _{x \in \mathcal{X}} \lambda\left\{\mathrm{H}_{f}(x, g)\right\}$. To generalize the Jensen's inequality to non-convex function, we introduce so called weakly convex function [35]:

Definition III.3. (r-weakly convex function) Given a continuous function $u: \mathbb{R}^{K} \rightarrow \mathbb{R}$ defined on a convex set $S$, consider the function $h: \mathbb{R}^{K+1} \rightarrow \mathbb{R}$ with $r \in \mathbb{R}$ defined by $h(x, r)=u(x)-\frac{1}{2} r x^{\mathrm{T}} x$. If function $h(x, r)$ is a convex function on $S$ for some $r$, then $h(x, r)$ is called a convexfication of $u$ and $r$ is a convexifier of $u$ on $S$. function $u$ is said to be $r$-weakly convex if it has a convexifier $r$.

Weakly convex functions are important for various optimization problem (see examples in [36], [37]). Furthermore, we can generalized Jensen's inequality from strictly convex functions to weakly convex functions as the following proposition:

Proposition III.4. (Generalized Jensen's inequality) For any $r$-weakly convex function $u$, it holds that for $\forall a \in \triangle_{P}$

$$
\begin{equation*}
u\left(\sum_{i=1}^{P} a_{i} x_{i}\right) \leq \sum_{i=1}^{P} a_{i} u\left(x_{i}\right)-\frac{r}{2}\left[\sum_{i, j=1}^{P} a_{i} a_{j} x_{i}^{\mathrm{T}}\left(x_{i}-x_{j}\right)\right] \tag{19}
\end{equation*}
$$

Proof: The proof is omitted here. For more details, see [38].

Equipped with generalized Jensen's inequality, similar analysis is possible for the optimality loss. One can easily have:

$$
\begin{align*}
& \overline{\mathrm{L}}\left(\mathcal{Q}_{M} ; \mathcal{T}\right)-\overline{\mathrm{L}}\left(\mathcal{Q}_{M+N} ; \mathcal{T}\right) \\
& \geq \\
& \frac{1}{T} \sum_{m} \mathrm{~W}_{m}^{\mathrm{T}} \mathrm{~B}_{m}(\alpha)-\frac{1}{T} \sum_{i} \alpha_{i} \sum_{m} \mathrm{U}_{i}^{\mathrm{T}} \mathrm{~B}_{m}(\alpha)  \tag{20}\\
& \quad+\frac{1}{2 T} \sum_{t, m, i, j} \alpha_{i} \alpha_{j} v_{i}^{\mathrm{T}}\left(v_{i}-v_{j}\right) \mathrm{B}_{t m}(\alpha) \rho_{t}
\end{align*}
$$

where $\rho_{t}$ is a convexfier of cost function $f$ given $g^{(t)}$ w.r.t. $x$. Obviously one would like to minimize the optimality loss introduced by expanding decision set, then the optimal choice for vector $\rho_{t}$ should be $\rho_{t}=\lambda_{\text {min }}\left(g^{(t)}\right)$ since all $\rho_{t}^{\prime}<\lambda_{\text {min }}\left(g^{(t)}\right)$ is also a convefixier of cost function for parameter $g^{(t)}$. Similar analysis and algorithm could be applied to the lower bound obtained in Eq. 20. Due to limit of space, it is omitted to avoid duplicated materials.

## IV. Numerical Results

In this section, we aim at showing the benefits of our proposed methods by comparing with conventional quantization technique.

- We first consider the spectral efficiency (SE) function $f^{\mathrm{SE}}(x ; g)=-\sum_{i=1}^{S} \log \left(\sigma^{2}+x_{i} g_{i}\right)$ under maximum power constraint $\sum_{i=1}^{S} x_{i} \leq P_{\max }$. One can easily verify that its Hessian matrix is $\mathrm{H}_{f^{\text {sE }}}(x ; g)=\operatorname{diag}\left\{\frac{g_{i}^{2}}{\left(\sigma^{2}+x_{i} g_{i}\right)^{2}}\right\}$. Therefore the cost function is convex function w.r.t. decision variable $x$. Meanwhile the decision space is a convex polyhedron. For parameter setting, we choose number of bands $S=4$, power budget $P_{\max }=10 \mathrm{~mW}$, variance of noise $\sigma^{2}=1 \mathrm{~mW}$, number of parameter samples $N_{\text {sample }}=10000$, number of iteration changing the equivalent class ITER $=1000$; iteration number for decision set expansion $T_{\mathrm{ex}}=10$ and largest cardinality of decision set is chosen as $N=M+1$. In Fig. 1, the relative optimality loss (ROL) in percentage (relatively to the idea case):
Relative OL $(\%)=100 \times\left(\frac{f\left(\chi\left(Q_{M}(g)\right) ; g\right)-f(\chi(g) ; g)}{f(\chi(g) ; g)}\right)$
v.s. number of decisions is illustrated for decision set found by alg. 1 and Lloyd-Max algorithm which is distortion-based or goal-ignorant. One can observe that the performance of the proposed algorithm always dominates the Lloyd-Max algorithm. Moreover algorithm 1 is easier to implement for general cost function it requires merely simple linear computation of matrices compared to Lloyd-Max algorithm which is an alternating algorithm in essence.


Fig. 2. Relative optimality loss (\%) v.s. number of decisions for distortionbased vector quantization (Lloyd-Max algorithm) and proposed algorithm 1. This figure clearly shows the importance of adapting the quantizer to the goal instead of using the conventional distortion-based quantization paradigm.

- Now we assume $\ell_{1}=\ell_{2}=24$. We consider a performance metric which is relevant for a communication problem in the smart grid. Indeed, we consider that the goal function $f^{\mathrm{PCS}}(x ; g)=\|x+g\|_{\mathrm{P}}, \mathrm{P}$ being the exponent power parameter of the $L_{P}$ norm, and PCS stands for power consumption scheduling. Here the vector $x=\left(x_{1}, \ldots, x_{\ell_{1}}\right)$ represents the chosen flexible power consumption scheduling strategy; we impose that $x_{i} \geq 0$ and $\sum_{i=1}^{\ell_{1}} x_{i} \geq E, E>0$ being the desired energy level. The parameter vector $g$ represents the non-controllable part of the power. When P becomes large, the problem amount to limiting the peak power. For a given relative OL of $5 \%$ one then looks at the number of required
clusters (that is, $M$ ) versus the exponent power parameter of the $L_{P}$ (that is, P). In Fig. 3, the performance of the $k$-means algorithm with the proposed algorithm for the Pecanstreet database [39] with $E=40 k W h$ is illustrated. For large exponent power, e.g., $\mathrm{P}=20$, proposed goal-oriented approach reduce the number of cells from 50 to 14 to achieve a ROL of $5 \%$ by taking advantage of the convexity of the $\mathrm{L}_{\mathrm{P}}$ norm.


Fig. 3. Required number of cells $(M)$ against the exponent power parameter of the $\mathrm{L}_{\mathrm{P}}$-norm (P) for the $k$-means and proposed algorithm. Proposed goaloriented approach could largely reduce the number of cells especially for large exponent power.

## V. Conclusions

In this paper, we focus on a special scenario of general goal-oriented quantization problem where the decision space is a convex polyhedron and the cost function is (weakly) convex function with respect to decision variable. An algorithm based on expanding and reinstating the decision set and taking advantage of Jensen's inequality is proposed. We have shown that it is sufficient to consider single-decision expansion for proposed methods. Besides, numerical results show that proposed algorithm could reduce the optimality loss or the required number of quantization bits comparing to conventional taskignorant quantizer. One future work of current framework is to extend proposed method for general scenario where cost functions are no longer convex with arbitrary shape of decision space. Techniques such as deep learning could be of great interest to explore for the situation where the optimal solution of the targeted optimization problem is unknown or its closed form is missing.
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