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Abstract—In this paper, we consider the multi-access cache-
aided multi-user Private Information Retrieval (MuPIR) prob-
lem. In this problem, N files are replicated across S servers.
There are K users and C cache nodes, each capable of storing M
files. Each user can access L cache nodes, and every cache node
can be accessed by several users. Each user wants to retrieve one
file from the servers, but users don’t want the servers to know
their demands. This problem is an extension of the dedicated
cache-aided MuPIR problem, which itself generalizes the single-
user PIR setup. In this paper, we propose an order optimal
MuPIR scheme that utilizes a multi-access setup of the coded
caching problem where every set of L caches is accessed by one
user resulting in K =

(
C
L

)
. We also propose an achievable scheme

for the multi-access setup with cyclic wraparound cache access.

I. INTRODUCTION

The problem of Private Information Retrieval (PIR), first
described in [1] deals with privately retrieving data from
distributed servers. A user wishes to retrieve one file amongst
a set of files stored across the servers. But the servers should
not know the identity of the desired file. A PIR scheme
that minimizes the download cost for the user is described
in [2]. After that, the PIR problem is solved for various other
settings [3], [4], [5].

Currently, PIR is being studied with another content delivery
scenario called coded caching. As described in [6], in coded
caching, there are multiple users equipped with a user cache
and one server storing some files. During off-peak hours, users
fill their caches and then, during peak network traffic hours,
demand files from the server. The server will perform coded
transmissions such that a single transmission can benefit mul-
tiple users simultaneously. After receiving the transmissions,
users will be able to decode their demanded files with the help
of the content stored in their cache. Recently, in [7] a cache-
aided PIR strategy is described where multiple users, each
having access to dedicated caches, want to privately recover
files from non-colluding servers. An order-optimal strategy is
described that combines the coding benefits of PIR in [2] and
coded caching [6].

In this paper, we use a variation of coded caching known
as multi-access coded caching in PIR. In multi-access coded
caching, users don’t have access to dedicated caches. Instead,
there are helper cache nodes, which are accessed by the users.
One helper cache can be accessed by multiple users, and
users can access multiple caches. We will be using the multi-
access setup described in [8] which generalizes the Maddah-
Ali Niesen coded caching scheme [6].

Notations: For integers m and n, [m : n] is the set of
integers {m,m + 1, · · ·n}. [N ] is same as [1 : N ]. For a

set S of size |S| and an integer N ≤ |S|,
(S
N

)
denotes the

set of all subsets of S of size N . For set {an|n ∈ [N ]} and
N ⊆ [N ], aN denotes the set {an|n ∈ N}.

We will first briefly describe the single user PIR of [2] and
the multi-access coded caching setup of [8] in the following
two subsections.

A. Private Information Retrieval [2]

In Private Information Retrieval (PIR) there is one user and
a set of N files W = {Wn}Nn=1 replicated across S non-
colluding servers. The user wants to retrieve one out of N
files, say the file Wθ, θ ∈ {1, 2, . . . , N}, but doesn’t want the
servers to know the identity of the file. In other words, the
user wants to hide the index θ from the servers. In order to
retrieve this desired file privately, the user generates S queries
{Qθ

s}
S

s=1 and sends the query Qθ
s to server s. After receiving

their respective queries, the servers construct answers which
are a function of the query they got and the files they have. The
server s constructs the answer Aθ

s(W) and sends it to the user.
After receiving the answers from all S servers, the user should
be able to decode its desired file. Privacy and correctness
conditions are formally stated as follows: For privacy, we need
that

I(θ;Qθ
s) = 0,∀s ∈ {1, . . . , S},

and for correctness

H(Wθ|θ,Aθ
1(W) . . . Aθ

S(W), Qθ
1 . . . Q

θ
S) = 0.

The rate of PIR is a parameter that describes the download
cost for the user (or the transmission cost for the servers),
defined as

RPIR =

∑S
s=1(H(Aθ

s(W)))

H(Wθ)
.

A rate optimal scheme is provided in [2] with optimal rate
R∗

PIR given by

R∗
PIR(S,N) = 1 +

1

S
+

1

S2
+ . . .+

1

SN−1
.

B. Multi-Access Coded caching [8]

In a multi-access coded caching scenario, a server stores
N files {Wn}n∈[N ] each of unit size. There are K users
connected via an error-free shared link to the server. There
are C helper caches, each capable of storing M units. Each
user has access to L out of C helper caches, and there is only
one user corresponding to every choice of L out of C caches
resulting in K =

(
C
L

)
. Let Zk ⊂ [C] be the indices of helper

ISBN 978-3-903176-49-2 © 2022 IFIP 246



caches that the user k has access to. The system operates in
two phases.

Placement Phase: In this phase, all C helper cache are filled
without the knowledge of future demands of the users.

Delivery Phase: In this phase, each user wishes to retrieve a
file from the server. User k will choose dk ∈ [N ] and wish to
retrieve Wdk

. Users will convey their demands to the server,
and the server will perform coded transmissions such that each
user gets the demanded file using the transmissions and the
cache content they have access to.

The goal in this setup is to design a placement and delivery
scheme such that the transmissions from the server are min-
imized. A placement and delivery scheme is given in [8] for
this setup. This placement and delivery scheme generalizes the
well-known Maddah-Ali Niesen (MAN) scheme for dedicated
cache systems, i.e., for L = 1 and C = K, the scheme in
[8] becomes the MAN scheme. Every file is divided into

(
C
t

)
non overlapping subfiles of equal size and the server transmits(

C
L+t

)
such subfiles where t = CM

N ∈ Z. The rate achieved in

this scheme is ( C
L+t)
(Ct )

.

In [9] this rate is shown to be optimal under the assumption
of uncoded cache placement. We denote this rate by

R∗
nPIR(t) =

(
C

L+t

)(
C
t

) (1)

where the subscript nPIR is to indicate that the rate is for the
multi-access setup of [8] with no PIR constraints.

C. Cyclic Wraparound multi-access setup

In cyclic wraparound multi-access setup numbe of users
and numbe of cache nodes are equal. User k access cache
nodes indexed by {k, k + 1, . . . , k + L − 1} where addition
is modulo C except k + l = C if k + l is multiple of C.
Multi-access systems with cyclic wraparound cache access are
widely studied in [11], [12], [13], [14], [15], [16].

D. Our Contributions

Multi-User Private Information Retrieval (MuPIR) problem
has been studied with a coded caching setup in [7]. In MuPIR,
there are multiple users, each equipped with a cache and
multiple servers. Each user wants to retrieve a file from
the servers but doesn’t want the servers to know the user’s
demand.

In this paper, we develop a PIR scheme in which multiple
users aided with multi-access cache nodes privately retrieve
data from distributed servers. We will consider the multi-
access setup of [8] but with multiple non-colluding servers
with all the messages replicated across all the servers. Each
server is connected to all the users via broadcast links.

The contributions and the outline of this paper follow.
• In Section II we describe the system model in detail

and provide formal description of privacy and correctness
constraints.

• In Section III we present our results.

Server 1 Server 2

Users:

Helper Cache

Fig. 1: Multi Access coded caching setup with two servers,
four helper cache and six users. Each user have access to two
helper cache

– In Theorem 1 we present an achievable rate for
the multiuser PIR problem with multi-access setups
of [8]. The achievable scheme is given in Section IV.

– In Theorem 2 we show that the rate achieved in
Theorem 1 is order optimal within a multiplicative
factor of 2 assuming uncoded storage.

– In Theorem 3 we stated rate for multi-access system
with cyclic wraparound cache access.

• We have provided detailed comparison of per user rate
[10] of our setup with dedicated cache setup of [7].

• Section IV contains the proofs of privacy and achievable
rates mentioned in Theorem 1 and Theorem 3.

II. SYSTEM MODEL

There are K users and N files, {Wn}n∈[N ] replicated
across S ≥ 2 servers. Each file is of unit size. There are C
cache nodes, each capable of storing M units. Every user is
connected to L < C cache nodes through an infinite capacity
link. Let Lk be the set of indices of cache nodes that user k
is connected to. In this paper we will consider two cache-user
connectivities

1) Cache user connectivity of [8] as described in Sec-
tion I-B. In this case, {Lk : k ∈ [K]} =

(
[C]
L

)
.

2) Cyclic wraparound cache access. In this Lk = {k, k +
1, . . . , k + L − 1} where addition is modulo C except
k + l = C if k + l is multiple of C.

The system operates in two phases.
Placement Phase: In this phase, all C cache nodes are filled.

Let Zc denote the contents stored in cache c ∈ [C]. Zc is a
function of files W[1:N ] and all the servers know the contents
stored at each of the helper caches.

Private Delivery Phase: In this phase, each user wish to
retrieve a file from the servers. User k will choose dk ∈ [N ]
and wish to retrieve Wdk

privately from the servers. Let d =
(d1, d2, . . . , dK) be the demand vector. In order to retrieve
their desired files from the servers, users will cooperatively
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generate S queries Qd
s, s ∈ [S] based on their demands and

content stored in helper cache. Then query Qd
s will be sent

to server s,∀s ∈ [S]. These queries are constructed such that
they don’t disclose the demand vector d to any of the server.
After receiving their respective queries, server s,∀s ∈ [S], will
broadcast Ad

s to the users which is a function of the query
Qd

s and W[1:N ]. After receiving Ad
[S], user k, ∀k ∈ [K], will

decode Wdk
with the help of the caches it has access to.

Formally we can say that in order to preserve the privacy
of demands of the users, the following condition needs to be
satisfied:

I(d;Qd
s, Z[1:C]) = 0, ∀s ∈ [S].

This condition, known as the privacy condition, ensures that
none of the servers has any information about user demands.
The condition

H(Wdk
|d, ZLk

, Ad
[S]) = 0,∀k ∈ [K]

known as the correctness condition, ensures that users will
have no ambiguity about their demanded file.

The rate R is defined to be the amount of data that has to
be transmitted by all the servers in order to satisfy the user
demand, and is given by

R =

S∑
s=1

H(Ad
s).

Our goal is to design placement and private delivery phases
jointly that satisfy the privacy and correctness conditions and
minimizes the rate.

III. MAIN RESULTS

In this section, we present the main results of the paper. For
a given multi-access cache-aided MuPIR problem, we give
a scheme to achieve the rate described in Theorem 1. The
scheme is described in Section IV.

Theorem 1. For Multi-Access Coded caching setup, with S
servers, N files, C helper caches and K =

(
C
L

)
users, where

each user is accessing a unique set of L helper cache and each
cache can store M files and t = CM

N is an integer, the users
can retrieve their required file privately i.e. without revealing
their demand to any of the servers, with rate

R(t) =

(
C

t+L

)(
C
t

) (1 + 1

S
+ . . .+

1

SN−1

)
Proof. A scheme, along with the proof of privacy for the
scheme, is given in Section IV-B that achieves the rate stated
above.

Theorem 1 gives an achievable rate in multi-access setups
where cache memory M is an integer multiple of N/C. For
intermediate memory points, the lower convex envelope of
points

{(t, R(t))}t∈[0:C]

can be achieved using memory sharing.
Next, we show that the rate achieved in Theorem 1 is order

optimal within a factor of 2 under the assumption of uncoded
cache placement.

Theorem 2. Under the assumption of uncoded cache place-
ment, the rate achieved in Theorem 1 is less than or equal to
twice the optimal worst-case rate R∗(t) i.e.

R(t) ≤ 2R∗(t).

Proof. The optimal rate achieved in multi-access coded
caching without PIR constraint can only be as high as the
optimal rate achievable in a multi-access coded caching setup
with PIR constraint. So using (1) we have,

R∗(t) ≥ R∗
nPIR(t)

=⇒ R∗(t)

R(t)
≥ R∗

nPIR(t)

R(t)

=⇒ R(t)

R∗(t)
≤
(
1 +

1

S
+ . . .+

1

SN−1

)
.

As
(
1 + 1

S + . . .+ 1
SN−1

)
≤ 2 for all S ≥ 2 we have

R(t) ≤ 2R∗(t).

Remark: We have stated that R(t) ≤ 2R∗(t), note that
the upper bound of 2R∗(t) is incurred only when S = 2 and
N → ∞. For most other cases we have that R(t) < 2R∗(t)
e.g. if S = 10 and N = 100 then R(t) ≈ 1.1R∗

comb(t) which
is only at most 10% higher than optimal rate. And for the
special case when S → ∞, optimal rate is achieved.

Before stating the rate for cyclic wraparound cache access
setup, we define the quantity cyc(n, k,m) for integers m ≤
k < n. cyc(n, k,m) is the number of k sized subsets of n
distinguishable elements arranged in a circle, such that there
is atleast one set of m consecutive elements amongst those k
elements. Expression for cyc(n, k,m) is given in (2).

Theorem 3. For Cyclic Wraparound Multi-Access Coded
caching setup, with S servers, N files, K helper caches and K
users, where each user is accessing L helper cache in cyclic
wraparound manner and each cache can store M files and
t = KM

N is an integer, the users can retrieve their required
file privately i.e. without reveling their demand to any of the
servers, with rate

R(t) = min{K − t

t+ 1
R∗

PIR(S,N), R′(t)}, where (3)

R′(t) =
cyc(K, t+ L,L)(

K
t

) R∗
PIR(S,N). (4)

Proof. In Section IV-D we have given an achievable scheme
that achieve rate R′(t) as stated above for cyclic wraparound
cache access setup.

Theorem 3 gives an achievable rate in Multi-Access setup
where cache memory M is an integer multiple of N/K. For
intermediate memory points, lower convex envelope of points

{(t, R(t))}t∈[0:K]

can be achieved by memory sharing.
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cyc(n, k,m) =

k∑
r=1

((n− k

r

)
+

(
n− k − 1

r − 1

)) r∑
l=1

(−1)
l−1

(
r

l

)(
k − l(m− 1)− 1

r − 1

)

+

k∑
r=3

(
n− k − 1

r − 2

)(m−1∑
l=2

(l − 1)

r−2∑
j=1

(−1)
j−1

(
r − 2

j

)(
k − l − j(m− 1)− 1

r − 3

)
(2)

+

k∑
l=m

(l − 1)

(
k − l − 1

r − 3

))
+ k − 1

A. Comparison with dedicated cache setup of [7]

We will compare our scheme with the Product Design given
in [7]. In dedicated cache setup of [7] there are N files
{Wn}n∈[N ] replicated across S servers. There are K users,
each equipped with a dedicated cache capable of storing M
files. Users want to privately retrieve their desired files from
the servers. In [7] an achievable scheme called Product Design
is given that achieves rate RPD given by

RPD =
K − t

t+ 1

(
1 +

1

S
+ . . .+

1

SN−1

)
where t = KM/N . Note that the rate achieved by the product
design is the same as the rate achieved in Theorem 1 for the
special case of L = 1 i.e. when every user is accessing only
one file.

In coded caching systems, the number of cache nodes and
the storage capacity of each cache node are crucial parameters.
In dedicated cache systems, the number of cache nodes and
the number of users supported in the networks are the same.
In contrast, multi-access coded caching systems can support
more number of users for the same number of cache nodes. So,
in multi-access systems, even if the number of transmissions
is more than that of a dedicated cache system, it is possible
that one transmission is beneficial to more number of users. So
we will be considering the parameter per user rate i.e. R

K for
comparing two systems. For distinction, quantities related to
a dedicated cache system will have subscript DC, and multi-
access setup quantities will have subscript MA. We compare
our scheme with the product design in the following three
settings with 2 servers and 3 files.

• Both dedicated cache system and multi-access system
have the same number of caches, i.e. C cache nodes in
both settings, and cache size is also the same in both
settings, i.e. MDC = MMA = M . In this case, there will
be C users in the dedicated cache setup and

(
C
L

)
users in

the multi-access setup.
• Both dedicated cache system and multi-access system

have the same number of caches, i.e. C cache nodes
in both settings, but each user is accessing the same
amount of memory. As users in the multi-access system
are accessing L cache nodes each of size MMA and in
the dedicated cache system, each user is accessing only
one cache of size MDC we will set MDC = L×MMA.
In this case, also, there will be C users in the dedicated
cache setup and

(
C
L

)
users in the multi-access setup.

t

1

2

3

4

5

6

7

8

L

1
2

3
4

5
6

7

R
K

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Fig. 2: R
K for Dedicated cache (dotted lines) and Multi Access

(solid lines). Here CMA = CDC = 8 and tMA = tDC = t

• Number of users in both systems are the same, i.e.
KMA = KDC and total system memory is also the same.
Considering C cache nodes in multi-access system we
have KMA =

(
C
L

)
= KDC and as the number of cache

nodes in the dedicated cache system is the same as the
number of users, there will be

(
C
L

)
cache nodes in the

dedicated cache system. For same total memory in both
settings, we want MDC ×

(
C
L

)
= MMA × C.

Also, note that the parameter t = CM
N in multi-access setup

and t = KM
N in dedicated cache setup denote how many times

the entire set of N files can be replicated across the cache. For
instance, if t = 2 then cache nodes are capable of storing 2N
units. Also, total memory of the system is tN units, which
is equal to KM for dedicated cache systems and CM for
multi-access setups. For dedicated cache systems, the number
of cache nodes is always equal to the number of users K.

1) Same number of cache and same amount of memory:
As the number of cache nodes in a multi-access system is
CMA and in a dedicated cache system, the number of cache
nodes are same as the number of users KDC , we consider
CMA = KDC = 8 i.e. 8 cache nodes in both, dedicated
cache and multi-access setup. We also consider total memory
of both systems are also same i.e. tMA = tDC = t. Let the
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Fig. 3: R
K for Dedicated cache (dotted lines) and Multi Access

(solid lines). Here CMA = CDC = 8 and tDC = LtMA = t

cache access degree for the multi-access system be L. Note
that KMA =

(
C
L

)
, i.e. the number of users in the multi-access

setup will be higher than the dedicated cache system except
for L = 1 where both systems are the same. So with the same
amount of memory, multi-access setup is able to support a
higher number of users. We will compare the rate per user
for the two setups. Note that although tMA = tDC , users in
Multi-Access setup are accessing L cache nodes. Therefore
they have access to more cache memory than users of the
dedicated cache setting. Rate per user for both systems is
plotted in Figure 2 for 8 cache nodes in each setting for
different values of t and L. We can see that per-user rate
of multi-access setup is better than that of dedicated cache
setup. Due to large number of users in multi-access setup,
a single transmission from a server can benefit more users
than the number of users benefited by a single transmission
in a dedicated cache setup. We will see that in a multi-access
system, a single transmission is simultaneously used by

(
L+t
L

)
users, compared to t+ 1 in a dedicated cache setup.

2) Same number of cache and same memory per user:
As we saw, users in multi-access setup are accessing more
memory than users of dedicated cache setting if CMA = KDC

and tMA = tDC . Now, we will reduce the storage capacity in
a multi-access setup so that the amount of memory accessed
by users of dedicated cache setup and multi-access setup is
the same. We consider that CMA = KDC = 8, but this time
storage capacity of cache nodes in a multi-access setup is
smaller than that of a dedicated cache system so that each
user is accessing the same amount of memory. For that we set
MDC = L ×MMA because every user in multi-access setup
is accessing L cache nodes. Therefore we have

tDCN

KDC
= L

tMAN

CMA
=⇒ tMA = tDC/L.

Now, although each user has access to the same amount of
memory, each user of the dedicated cache system has access

t

1
2

3
4

5

6

7

8L

1 2 3
4

5
6

7

R
K

0.2

0.4

0.6

0.8

Fig. 4: R
K for Dedicated cache (dotted lines) and Multi Access

(solid lines). Here CMA = 8, KMA = KDC =
(
CMA

L

)
and

tDC = tMA = t

to a cache whose content is independent of content stored in
caches of other users. Whereas cache content accessed by the
users of multi-access setup is not independent of cache content
accessed by other users, therefore the rate of dedicated cache
setup will be better than the rate of multi-access setup. In
Figure 3 we compare per user rate for L and tDC ranging
in [C]. Although even for the per-user rate we see that the
dedicated system is performing better than the multi-access
setup for most of the cases, we see that for cases when tDC =
L per user rate of both settings coincide as

RMA/KMA

RDC/KDC
=

1

(CL)
( C
L+1)
C

1
C

( C
tDC+1)
( C
tDC

)

= 1.

Beyond that, there also exist some points where, per user rate
of the multi-access setup is better than that of dedicated cache
setup, for instance in Figure 3 when tDC = 4 and L = 2 we
have RDC

KDC
= 1

10 whereas RMA

KMA
= 1

11.2 .
3) Same number of users and same total system memory:

We keep the number of users in both setup same. So KDC =
KMA =

(
CMA

L

)
. Also we keep total memory in both systems

same i.e. tMA = tDC = t. Note that the number of cache
nodes in dedicated cache system is KDC =

(
CMA

L

)
. For same

total memory, we want that

CMAMMA = KDCMDC =⇒ MDC =
CMA(
CMA

L

)MMA.

So, the size of individual cache nodes in the dedicated cache
system is now smaller than that of the multi-access system.
Then again, users of multi-access setup can access more than
one cache node. Therefore, we see that dedicated cache system
has two disadvantages. For supporting same number of users
as multi-access setup, using same total system memory, the
size of the individual cache have to be reduced, and every
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user gets a smaller share of total memory compared to a multi-
access system. The comparison for the per-user rate for this
setting is shown in Figure 4. We can see that the multi-access
system is performing better than the dedicated cache setup
while utilising the same amount of cache memory and serving
the same number of users.

IV. SCHEME DESCRIPTION

A. Example

We first describe the proposed scheme with an example.
Consider multi-access setup with S = 2 non-colluding servers,
N = 3 files W1,W2 and W3. There are C = 5 cache nodes,
each node capable of storing M/N = 2/5 fraction of each
file. There are K = 10 users and each user is connected to a
unique set of L = 3 cache nodes. We index the users with the
indices of cache nodes they are connected to. For example,
user {2, 3, 4} is connected to cache node 2, cache node 3 and
cache node 4. The caches are filled in the placement phase as
follows:

Placement Phase: Let t = CM
N = 2. Divide each file into(

C
t

)
=
(
5
2

)
= 10 subfiles.

Wn =

{
Wn,T |T ∈

(
[5]

2

)}
and fill cache node c ∈ [5] as follows:

Zc =

{
Wn,T |n ∈ [N ],∀T ∈

(
[5]

2

)
such that c ∈ T

}
.

Delivery Phase: Now every user choose a file index, and
want to retrieve the file from the servers privately. Let the
demand of user K ∈

(
[5]
2

)
be dK. Then the demand vector is

d = (dK)K∈([5]3 )
, and users want to hide this demand vector

from the servers. For this, each subfile is further divided into
SN = 8 sub-subfiles and the users will generate 2 queries Qd

1

and Qd
2 one for each server as follows. For every S ∈

(
[C]
t+L

)
=(

[5]
5

)
= {{1, 2, 3, 4, 5}} generate

Qd,S
s =

{
QdK,S

s |K ∈
(
S
3

)}
where QdK,S

s is the query sent to server s in single user
PIR setup, with S servers and N files if the demand of
the user is dK. For instance, consider K = {1, 2, 3} and
d{1,2,3} = 1 then in order to generate Q1,S

1 , Q1,S
2 three random

permutations of [SN ] = 8 will be formed, one corresponding
to each file. Let these permutations be {a1 . . . a8}, {b1 . . . b8}
and {c1 . . . c8} for files W1,W2 and W3 respectively. Now, as
the user {1, 2, 3} wants file W1 then the query Q1,S

s will be a
list of sub-subfile index of subfiles {4, 5} as given in Table I.
A list will be generated for every K ∈

(
[5]
3

)
and queries will

be sent to respective servers. After receiving the query server
s will transmit ⊕

K∈(S3)

AdK
s (QdK,S

s ,W[3],S\K)

where AdK
s (QdK,S

s ,W[3],S\K) is the answer of server s
in single user PIR setup if query is QdK,S

s and the set

of files is W[3],S\K. Again, considering K = {1, 2, 3},
A1

s(Q
1,S
s ,W[3],S\{1,2,3}) is given in Table II. After listening

to the broadcast from the servers, every user will be able to
decode their desired subfile. Again considering the case of the
user {1, 2, 3}, it has access to all subfiles of all files indexed by
{1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 3}, {2, 4}, {2, 5} and {3, 4}.
Only missing subfiles are those indexed by {4, 5}. Now
consider again the transmission of the server⊕

K∈(S3)

AdK
s (QdK

s ,W[3],S\K)

=A1
s(Q

1
s,W[3],{4,5}) +

⊕
K∈(S3)\{1,2,3}

AdK
s (QdK

s ,W[3],S\K).

User {1, 2, 3} has access to all the subfiles indexed by
S \ K,∀K ∈

(
S
3

)
\ {1, 2, 3}, so it can cancel out the

summation term above and be left with A1
1(Q

1,S
s ,W[3],{4,5})

and A1
2(Q

1,S
s ,W[3],{4,5}). The user {1, 2, 3} will get all sub-

subfiles of W1,{4,5} from these remaining terms. Similarly all
users will get the missing subfiles of the demanded file. Also,
to generate {QdK,S

s }s∈[S] independent random permutations
of [8] is chosen for every S. Then, from the privacy of singel
user PIR scheme, servers will get no information about the
demand vector from the queries they got.

Also note that, as each server is transmitting 7 sub-subfiles
each of size 1

10×8 units, the rate in this example is R = 7
40

and subpacketization level is 80.

B. General Description
Consider N files {Wn}n∈[N ] replicated across S servers.

There are C cache nodes, each capable of storing M files and
K users, each connected to a unique set of L cache nodes. As
each user is connected to a unique set of L cache nodes, we
index each user with an L sized subset of [C]. Specifically,
user K, where K ∈

(
[C]
L

)
, is the user connected to the cache

nodes indexed by K. Let U be the set of all users where

U ∈
(([C]

L

)
K

)
.

Placement Phase: Let t = CM
N be an integer. Then divide

each file into
(
C
t

)
subfiles, each indexed by a t sized subset

of [C].

Wn =

{
Wn,T |T ∈

(
[C]

t

)}
.

Then fill cache node c with

Zc =

{
Wn,T |c ∈ T , T ∈

(
[C]

t

)}
.

Delivery Phase: In this phase, every user chooses one of the
file indices. Let user K chooses dK ∈ [N ],∀K ∈ U , then
d = (dK)K∈U is the demand vector. Users don’t want the
servers to get any information about the demand vector. For
privately retrieving the files, users cooperatively generate S
queries Qd

s,∀s ∈ [S]. For every S ∈
(
[C]
t+L

)
, such that S ⊃ K

for at least one K ∈ U , users generate

Qd,S
s =

{
QdK,S

s

∣∣∣K ∈
(
S
L

)
∩ U

}
.
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TABLE I: Query Table

Server 1 Server 2
a1, b1, c1 a2, b2, c2
a3, b2 a4, b1
b3, c3 b4, c4
a5, c2 a6, c1

a7, b4, c4 a8, b3, c3

TABLE II: Answer from servers

Server 1 Server 2
Wa1

1,{4,5},W
b1
2,{4,5},W

c1
3,{4,5} Wa2

1,{4,5},W
b2
2,{4,5},W

c2
3,{4,5}

Wa3
1,{4,5} +W b2

2,{4,5} Wa4
1,{4,5} +W b1

2,{4,5}
W b3

2,{4,5} +W c3
3,{4,5} W b4

2,{4,5} +W c4
3,{4,5}

Wa5
1,{4,5} +W c2

3,{4,5} Wa6
1,{4,5} +W c1

3,{4,5}
Wa7

1,{4,5} +W b4
2,{4,5} +W c4

3,{4,5} Wa8
1,{4,5} +W b3

2,{4,5} +W c3
3,{4,5}

Here QdK,S
s is the query sent to server s in the single user

PIR setup of [2] if the user demand is dK. The query sent to
the server s is

Qd
s =

{
Qd,S

s

∣∣∣S ∈
(

[C]

t+ L

)
,S ⊃ K for some K ∈ U

}
.

Now for every Qd,S
s , server s will transmit⊕

K∈(SL)∩U

AdK
s (QdK,S

s ,W[N ],S\K)

where AdK
s (QdK,S

s ,W[N ],S\K) is the answer of server s in the
single user PIR setup if the received query is QdK,S

s and the
set of files is {W[N ],S\K}.

Decoding: Consider user K (i.e. the user connected to cache
nodes indexed by K) and a subfile index T . If K∩T ̸= ϕ then
subfile WdK,T is available to the user from the cache nodes.
If K ∩ T = ϕ then the subfile has to be decoded from the
transmissions. Consider transmissions corresponding to S =
K ∪ T ⊕

K′∈(K∪T
L )∩U

AdK′
s (QdK,K∪T

s ,W[N ],(K∪T )\K′)

= AdK
s (QdK,K∪T

s ,W[N ],T )⊕⊕
K′∈(K∪T

L )∩U\K

AdK′
s (QdK′ ,K∪T

s ,W[N ],(K∪T )\K′).

User K has access to all the subfiles in the second term of the
RHS above, and therefore it can recover the first term from
the above expression. After getting AdK

s (QdK,K∪T
s ,W[N ],T )

for all s ∈ [S], user K can recover WdK,T using the single
user PIR retrieval scheme [2].

Proof of Privacy: Consider a QdK,S
s ∈ Qd,S

s for some
Qd,S

s ∈ Qd
s. From privacy of single user PIR scheme we

know that QdK,S
s is independent of the demand of user K i.e.

dK. Also QdK,S
s is independent of the demands of other users

because an independent and random permutation of [SN ] is
used to construct QdK,S

s . This is true for every QdK,S
s ∈ Qd,S

s

for every Qd,S
s ∈ Qd

s. Also QdK,S
s for all K and for all S

are mutually independent because random and independent
permutations of [SN ] are used for every QdK,S

s and every user
is choosing a desired file index independently. This completes
the proof.

C. Multi Access Setup when K =
(
C
L

)
Here we characterize the performance of the scheme given

in Section IV-B for the case when K =
(
C
L

)
.

Rate: Each server performs
(

C
t+L

)
transmissions corre-

sponding to every S ∈
(
[C]
L

)
and each transmission is of size

1

(Ct )

(
1
S + 1

S2 + . . .+ 1
SN

)
units. So the rate of the scheme is

R(t) =

(
C

t+L

)(
C
t

) (1 + 1

S
+

1

S2
+ . . .+

1

SN−1

)
.

Subpacketization: Each file is divided into
(
C
t

)
subfiles,

each of which is further divided into SN sub-subfiles. So the
subpacketization level is

(
C
t

)
× SN .

Coding Gain: The transmission corresponding to each
S ∈

(
[C]
t+L

)
is beneficial to user K if K ∈

(S
L

)
. So every

transmission, from each server, is used by
(
L+t
L

)
users.

D. Cyclic wraparound cache access

Now consider a cyclic wraparound access setup with C
users and C cache nodes. User k is accessing cache nodes
indexed by Kk = {k, k+1, . . . , k+L− 1} where addition is
modulo C except k+ l = C if k+ l is a multiple of C. In this
case, transmissions are performed only for those S ∈

(
[C]
t+L

)
which contain L consecutive integers (with wrapping around C
allowed). This is same as the number of ways of choosing t+L
elements from a set of C distinguishable elements arranged in
a circle, which contain atleast one subset of L consecutive
elements. It is shown in [17], that there are cyc(C, t + L,L)
ways, as described in (2), to choose t+L caches out of C, in
such a manner. Therefore in cyclic wraparound cache access
setup, only cyc(C, t+ L,L) transmissions are required.

Also note that, user k of the dedicated cache setup as
well as user k of the cyclic wraparound cache access setup
are accessing cache node k. In dedicated cache setup

(
C
t+1

)
transmissions, each of size 1

(Ct )
units, are performed [7].

Therefore, when cyc(C, t + L,L) >
(

C
t+1

)
, transmissions of

dedicated cache setup are performed. In this scenario the
rate achieved in multi-access setup will only be as high as
the rate achieved in the dedicated cache scenario with same
cache sizes. For t ∈ [0 : C] the rate achieved by the cyclic
wraparound setup is

min
{C − t

t+ 1
,
cyc(C, t+ L,L)(

C
t

) }(
1 +

1

S
+ . . .+

1

SN−1

)
.

We demonstrate our point using an example with C = 8 and
L = 2. In Figure 5 we see that for smaller values of t the
cyclic wraparound cache access system is incurring more per
user rate than the dedicated cache setup. For instance, when
t = 2, cyc(8, 4, 2) = 68 transmissions are performed for

252



1 2 3 4 5 6 7 8
t

0.0

0.2

0.4

0.6

0.8

1.0
R/
K

Per user rate for
Dedicated Cache Setu 
Cyclic Wra around Setu 
Cyclic Wra around Setu  with Memory Sharing

Fig. 5: Per user rate for C = 8, L = 2, S = 2, N = 3. Multi Access setup with cyclic wraparound cache access achieve rate
only as high as dedicated cache setup with equal total memory in both systems.

the cyclic wraparound cache access without memory sharing
(and incurring per user rate 0.531) compared to

(
8
3

)
= 56

transmissions in dedicated cache setup (and incurring per user
rate 0.437). Therefore when t = 2, transmissions correspond-
ing to the dedicated cache setup are performed. But when
t = 3, the cyclic wraparound cache access setup satisfy user
demands with 56 transmissions (and incurring per user rate
0.219) compared to the dedicated cache setup which require
70 transmissions (and incur per user rate 0.273), and therefore
transmissions as described in Section IV-B are performed.
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